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Abstract

The aim of this paper is to determine the operational quality level of the insurance
companies and other companies based on the selected financial and non-financial
performance indicators, as well as to perform a comparative analysis of the selected
performance indicators in terms of these business entities. Financial performance was
analyzed based on the data provided by the Serbian Business Registers Agency database,
while the analysis of the non-financial performance was based on the results of the survey
conducted in 11 insurance companies and 36 other companies. The analysis of the
achieved quality level in the mentioned companies and identification of differences
between the insurance companies and the other companies, as well as identification of the
independent variables that have the most significant effect on the differences between these
two groups, were performed by implementing discriminant analysis, one-way ANOVA
and the Mann-Whitney U test. The performed analyses have shown that the differences
between the observed companies do not exist in respect of all non-financial performance
indicators, or in respect of profitability. The average score of all non-financial performance
indicators is 3.1218, and ranges from 2.77 to 3.6158, which points to the fact that
companies in the Republic of Serbia are at the medium level of quality management
system development. The difference between insurance companies and other companies
exists at the level of efficiency ratio and liquidity ratio. An analysis of these financial
performance indicators has also detected low levels of profitability of the observed
business entities.

Key words: performance, profitability, efficiency, liquidity, costs, management,
processes

MEPEIBLE®OUHAHCUJCKUX U HEOPMHAHCUJCKHUX
HEP®OPMAHCHU OCUT'YPABAJYRUX IPYILITABA

AmncTpakT

ITwb paja je fa ce ofpeay HUBO KBAJIUTETA MOCIOBaka OCUTYpaBajyliux IpyiuTaBan
octamx mpeny3ehaHa OCHOBY onaOpaHWX (DPMHAHCHjCKMX M HeuHAHCHjCKUX Tepgop-
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MaHCH Kao W J]a Ce M3BPIIM KOMITapaTHBHA aHaIW3a omabpaHHX nepdopmaHcu mimelhy
HaBeICHNX IpUBpENHUX cyOjekara. DuHaHCHjcke mepdopMaHce Cy WCIUTHBAHE HA
OCHOBY IIOJlaTaka Ipey3eTnx W3 Oa3ze AreHImje 3a NpHUBpeIHe peructpe PemyGmike
CpOuje 1ok je aHanm3a HeUHAHCH]CKHX TepdopMaHcH OasupaHa Ha pe3ynTaTiMa aHKeTe
crpoBezieHe kox 11 ocurypasauda u 36 ocranmux npenyseha. AHanmU3a JOCTUTHYTOI HUBOA
KBaJIMTETa Mpeny3eha u JeTeKToBame pasiiuka u3Mely rpymne ocurypasajyhux apymraBa
n octanux mpenyseha, kao U U3/Bajarbe HE3aBUCHO NMPOMEHJBUBHX KOje HAjBUILE YTUIY
Ha MehyrpynHe pasiuke, W3BpIICHO je NPUMEHOM JHMCKPHMHHALMOHE aHAJIH3E,
jensopakropcke ANOVE i Mann-Whitneyev-or U tecra. Pasimike n3mel)y mocmarpaHux
npexyseha He MOCTOje KOJ CBUX HE(pUHAHCH]CKHX Nep(hOpMaHCH, Kao HU KO PEHTaOuII-
HoctH. [Ipoceuna omeHa cBux HeduHaHCHjckux nepdopmancu je 3,1218 u kpehe ce y
uHTEepBaY on 2,77 no 3,6158. HajHmky npoceuny oneHy nma HeduHaHCHjCKa 1epdop-
MaHca pykoBoheme2, a HajBuIly pecypcd. HaBemeno 3Haum pa cy mpenyseha y Pemy-
Oomu CpOuju Ha CpeleM HHBOY pa3BOja CHCTEMa MEHAIIMEHTa KBaiuTera. Pasmmka
mmelhy ocurypaBada m ocranux mpexyseha MOCTOjM y BHCHHH KOC(HIMjEHTa EKOHO-
MHYHOCTH U JIMKBUTHOCTH. AHaNM3a HaBeICHNX (PMHAHCH]CKUX TepOpMaHCH yKa3yje Ha
HH3aK HUBO MPO(GUTAOHITHOCTH IIOCMATPaHKUX MPUBPEIHHX CyOjekara.

Kibyune peun: mnepdopmance, mpoputabmiHOCT, EKOHOMUIHOCT, TUKBHIHOCT,
TPOILIKOBH, pyKoBolheme, mporecu

INTRODUCTION

Positive experience of developed countries confirms the fact that
supporting the development of the most successful companies generates
economic growth and development of a country, as well as the region. A
good example is the development of clusters, where the state, by
implementing direct and indirect measures, supports the development of the
most successful companies, which in turn instigates the development of
small and medium-sized enterprises (SMES) and their business partners;
therefore, in a very short period of time, due to this inductive effect, a
particular region becomes the most developed region in the world (for more
information on the role of the state in the development of SMEs and their
importance, see Joveti¢ & Tli¢, 2001). Thus, the development of SMEs is
one of the important strategic goals in terms of the development of the
underdeveloped countries and their respective regions.

Pluralism and interconnectedness of interests of the key stakeholders,
the state, banks, insurance company management, etc. influence the setting
up of the strategic management framework, in particular in terms of setting
the goals and defining a set of performance measures to continuously manage
the sustainable development of companies. Therefore, in order to enable a
company to follow up on its results, it is necessary to develop a performance
measurement system (PMS).

Recent research in this field underlines the need to identify the
contribution of those activities that increase the value of the company; both
financial and non-financial performance indicators are used for this
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purpose. Introducing various strategically harmonized performance
indicators (balanced scorecard) and improving organizational outcomes by
increasing the quantum of available information relevant to decision-
making facilitates managers’ consistent strategic decision-making.

Traditional company efficiency measurement systems were outdated
even two decades ago. The article “Chief Financial Officer” from 1995
supports this conclusion and it points out that 80% of large American
companies want to change their performance measurement systems
(Birchard, 1995). The effective and efficient performance measurement
system enables the company to measure and monitor its performance in
accordance with the defined strategy (Kudryavtsev & Grigoriev, 2011;
Domanovié¢, 2013; Pogi¢, 2009). Efficient performance measurement
systems are undoubtedly an important condition for the survival of
companies in the conditions of dynamic and highly turbulent modern
environment.

The effect of quality management on improving performance
quality is achieved through monitoring requests/recommendations
defined by the ISO International Standards. Compliance with these
standards ensures the meeting of the all stakeholders’ needs (Bryden &
Dherent, 2011, p. 98; Joveti¢, 2011; Simi¢ & Bacevi¢, 2010, p. 29).

Considering the needs of enterprises for more precise insight into
their business results, Franco-Santos and Bourne (2005, p. 114) deal with
the development of Business Performance Measurement (BPM) systems.
Bourne (2005, p. 101) notes that the commitment of the top management
is a key factor in positive output. Joveti¢ points out that the optimal
balance between the financial performance indicators (FPIs) and non-
financial performance indicators (NFPIs) should be made in accordance
with the company’s specific operations, in order to accurately determine
the quality level of the organization and its individual functions, as well
as to facilitate the positioning of the organization on its growth and
development path (Joveti¢, 2005, p. 131). Certainly, any improvement of
FPIs and NFPIs is closely linked to continuous improvement of quality
management systems. Therefore, it is necessary to constantly monitor the
relationship between the investment performance and performance
measurement on the one hand, and quality improvement on the other hand
(Andelkovi¢-Pesi¢, 2011, p. 35). Quality management in an organization
involves meeting the requirements and principles of a quality management
system, as well as drafting and keeping the required documentation, which
verifies and ensures effective and efficient process/system management
(Joveti¢, 2011, p. 10). Oakland states that it is necessary to interconnect
three important elements of each system; these are: good management
systems, statistical process control, and teamwork (Oakland, 2003). The
basic idea behind the implementation of quality management principles
(1SO 9000, pp. 40-43) is the transformation of the organization from the
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functional business orientation to the process orientation. Organization is
a network of processes. Measuring the performance improvement is no
longer based solely on FPIs, but rather on quality management, where the
output means the ability of the process to meet the needs of the
customers/stakeholders. The implementation of the systematic approach
to management results in achieving specific goals and meeting the
stakeholders’ requirements in a balanced way (Ivanovi¢, 2009). (For more
information on monitoring methodologies and process performance
improvement, see: Joveti¢, 2007, pp. 91-103)

The latest revision of the ISO 9004:2009 standard “Managing for the
sustained success of an organization — A Quality Management Approach”
by all means contributes to the achievement of the abovementioned
concepts and ideas. This standard provides guidance to an organization to
support the achievement of sustained success in a complex, demanding, and
changing environment by implementing the quality management approach.
In addition, 1ISO 9004:2009 provides guidance for improving the overall
performance of the organization (Joveti¢, 2011, p. 9). Key performance
indicators are crucial indicators of business performance — they are
«...factors that are within the control of the organization and critical to its
sustained success” (ISO 9004: 2009, p. 18).

Wu and Chen (2011, p. 869) conducted a survey in the companies
that both applied and did not apply ISO standards, in order to determine
the impact of ISO standards on the FPIs. The study was conducted in 285
manufacturing companies that implemented certified quality management
systems, i.e. ISO standards, and 125 companies that did not implement
these standards. The findings, according to the authors, suggest that
implementation of 1SO standards had a significant and positive impact on
the performance of manufacturing companies, which all had higher
growth potential in all lines of business.

Another study, which included 281 manufacturing and service
companies operating in Australia, indicates that the implementation of 1ISO
standards in companies positively affects business processes and
operations. The authors concluded that in companies characterized by high
or low FPIs implementation of the mentioned standards is associated with
functional structure of business operations (Naira & Prajogo, 2009, p. 45).

Efficient functioning of financial intermediaries such as insurance
companies, banks, pension funds, etc. is crucial to creating a sound and
efficient financial system (Harker & Zenios, 2000). Therefore, this topic
is very important, particularly the role of insurance companies. The
development of both FPIs and NFPIs is critical for insurance companies as
financial institutions that deal with specific tasks and in which risk
assessment plays a major role. The National Bank of Serbia (NBS) defined
a set of criteria for quantitative monitoring and analysis of financial
stability of insurance companies in accordance with the methodology
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prescribed by the International Monetary Fund — CARMEL indicators.
CARMEL indicators include six groups of quantifiers: 1) capital adequacy,
2) asset quality, 3)reinsurance and actuarial issues, 4)management
soundness, 5) earnings and profitability, and 6) liquidity, which can all be
further disaggregated into their respective subgroups.

The analysis of CARMEL indicators shows that numerous financial
indicators are used to measure efficiency of the ICs’ operations; however, the
most important of these are analyses of Liquidity, Profitability, and
Efficiency. ICs must give special attention to the analysis of financial
statements as the primary source of information for determining the
efficiency of operations, avoiding insolvency risk and securing the market
position.

This research focuses on the data on FPIs and NFPIs provided by
47 companies. The aim of this paper is to measure the selected FPIs and
NFPIs of General Insurance companies and other surveyed companies
(OCs) in order to determine their achieved level of business operations
quality, as well as the differences in their development level.

Pursuant to the presented research subject and goal, the paper
defines and, by using appropriate instruments, tests the general hypothesis
Hyo: There are no differences in the average scores of non-financial
performance indicators in insurance companies and other companies, or
regarding the value of average financial performance ratios.

RESEARCH METHODOLOGY
Selection of a Set, Subsets, Samples, and Their Description

The population includes business entities operating in the Republic
of Serbia (RS), which are divided into two subsets: insurance companies
(ICs) and other companies (OCs). A survey was conducted in 11 ICs and
36 OCs, i.e. 7 banks, 3 ICT companies, 14 manufacturing companies, and
12 companies from other economic sectors. Concerning the 11 ICs, two
ICs were founded by domestic capital, while the other nine are in foreign
ownership.

In our statistical model the dependent variable is Company type;
thus, in this case there are two distinct company types: 1-OCs and 2-ICs.
Independent variables in the model are the following FPls: Profitability,
Efficiency and Liquidity. Profitability is calculated as the ratio of net
income to total revenue and is expressed as a percentage. It shows
earnings on every 100 RSD invested. Efficiency is calculated as the ratio
of total revenues to total costs, and it shows how much is earned on 1 RSD
of total costs. Liquidity is calculated as the ratio between liquid assets and
liabilities (Luki¢, 2006, p.77).

Data for the calculation of the selected FPIs were taken from the
profit and loss accounts provided by the Serbian Business Registers
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Agency (SBRA) and were deflated according to the middle exchange rate
of the Euro, applicable on December 31 of the relevant year (NBS).

Information on NFP indicators was collected on the basis of the
ISO 9004 standard questionnaire (Annex B). The first part of the survey
relates to the assessment of key performance indicators: managementl;
management2; strategies and policies; resources; processes; monitoring
and measurementl; monitoring and measurement2; improvement,
innovation, and learningl; and improvement, innovation, and learning2.
The survey was anonymous. A number of employees in companies were
surveyed (a total of 150 respondents), and, based on the answers received,
the average score for each key performance indicator was calculated. The
survey was conducted from April to September 2014. The surveys were
completed by one manager and one or more employees. The respondents
could choose among the answers offered, grouped into five levels,
determining the level of quality of the performance indicator. In
accordance with the abovementioned measuring instrument, the following
scale for scoring the responses was used: 1 (the lowest level) to 5 (the
highest level). The total number of points that an organization could score
was 45, and the lowest 9.

For each listed NFPI in the survey there is one question. For NFPI
Management 1 the question is: “What is the management focus?” and for
Management 2: “What is the leadership approach?” As regards Strategy &
Policy the question is: “How is it decided what is important?” The question
concerning Resources asks: “What is needed to get results?” In terms of
Processes the question is: “How are the activities organized?” The question
for Monitoring and Measurement 1 is: “How are the results achieved?” and
for Monitoring and Measurement 2: “How are results monitored?”
Regarding Improvement, Innovation, and Learning 1, the survey asks: “How
are improvement priorities decided?” while the Improvement, Innovation,
and Learning 2 question is: “How does learning occur?”

Data on the NFPIs were collected based on the self-assessment
tool, which is an integral part of the ISO 9004 International standard. The
first section of the self-assessment tool pertains to the assessment of the
key elements, while its second section focuses on detailed self-assessment
of each item listed in the mentioned standard. Respondents who are the
employees of the surveyed companies filled out only the first section of
the self-assessment tool. The survey was anonymous. A large number of
respondents (150 people) took part in the survey, and based on their
answers, the average score for each key element was calculated. The
survey was conducted from April to September 2014. The surveys were
filled out by one manager and one or more employees per company.
Respondents chose one of the alternatives offered; the answers were
grouped into five levels each corresponding to the respective quality and
performance level. In accordance with the abovementioned measuring
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instrument, the following measurement scale was used: 1 (the lowest
level) to 5 (the highest level). A maximum score that a company can
achieve is 45 and the lowest 9.

Statistical-econometric Methodology

Collected statistical data were analyzed by use of the following
methods:

= Statistical description of data: distributions of absolute and

relative frequencies were determined; arithmetic means, variance,
standard deviations were calculated for each performance indicator
and for each sample;

= Statistical analysis included the following: discriminant

analysis, one-way analysis of variance (ANOVA) and Mann-
Whitney U test. In addition, Pearson’s correlation coefficients
were calculated and their statistical significance was tested.

Discriminant analysis, as a suitable statistical instrument for the
defined points in question, t-test, and the Mann-Whitney U test were used
to identify the differences between the two defined groups: the ICs group
and the OCs group, as well as to carry out the selection of independent
variables that most significantly affect these differences.

Discriminant analysis is based on the specification of a discrimination
function as a linear combination of independent variables, which makes a
statistically significant separation of observations between defined groups.
Hence, this analysis should be used in those cases when differences between
groups that have a large number of variables are tested (more on
discriminant analysis can be found in Tabachnick & Fidell, 2013, pp.
419-480). In our case, we tested the differences between 9 non-financial
and three financial performance indicators. The conditions for the
application of discriminant analysis are: multivariate normality; existence
of a linear relationship between pairs of independent variables within a
group; homogeneity of variance and covariance; absence of multicollinearity
between independent variables and meeting of the requirement that each
independent variable must be normally distributed. As a number of
independent variables in the study could be approximated by a normal
distribution, the results of discriminant analysis were tested by use of the t-
test, which compared the arithmetic mean of the performance indicators of
the two groups of companies (for more, see Joveti¢ S., 2007, pp. 281-286).
For the independent variables that could not be approximated by a normal
distribution, and considering that in the sample of IC the number of
observations was n = 11 < 30, the testing of the results of the discriminant
analysis relied on the use of the Mann-Whitney non-parametric test (for
more, see Tabachnick & Fidel, 2011, p. 427).
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In terms of discriminant analysis, the assumptions are as follows:

= Pyo: Discriminant function is not statistically significant,

= P, There are no differences between the groups based on the

values of the independent variables,

= Ps: The independent variables that affect the differences between

groups the most cannot be isolated,

= Py: All elementary units, OCs/ICs, are a priori and a posteriori

classified into groups in exactly the same manner.

The application of discriminant analysis required the fulfillment of
the following specific assumptions:

= Each independent variable can be approximated by a normal

distribution,

= The assumption of multivariate normality is confirmed, i.e.

independent variables in the sample do not show any atypical
or extreme values,

= Sample data show no multicollinearity nor singularity,

= There is no linear relationship between the pairs of independent

variables.

The data on surveyed companies are stored in IBM SPSS Statistics 19
and Microsoft Excel 2007 databases. IBM SPSS Statistics 19 and Microsoft
Excel 2007 software were also used for data processing. Confidence levels of
o = 0.001, a = 0.01, and o = 0.05 were used to determine statistical
significance.

RESULTS AND DISCUSSION
Analysis of the Performance Indicators

In the initial analysis, the ICs and the OCs were grouped according
to their profitability ratios. Eight out of eleven surveyed ICs earned profit,
i.e. were profitable, while three companies recorded losses in 2013. Data
on OCs showed that 13 surveyed companies had operating losses, i.e.
they had negative profitability ratios, while the rest of the OCs had
profitability ratio up to 1 (Source: SBRA).

Next, the analysis of the ICs was extended by calculating the rate
of change in the profitability ratio in the period from 2010 to 2013. The
mean value of profitability ratio is in the range between -1.2645 (AXA
General Insurance) to 0.0526 (Generali Insurance Serbia). A detailed
analysis of the arithmetic means of the profitability ratio identified 6 1Cs
with negative values; 2 ICs had profitability ratios close to 0, while the
remaining 3 ICs had a positive, yet extremely low profitability ratio
(Source: SBRA and NBS).

We subsequently analyzed chain indices that track the percentage
of increase or decrease in total revenues and total expenditure in consecutive,
annual periods. Average rate of change concerning the analyzed categories
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was calculated based on the values of these indices, so the ICs were
divided into three groups. In the first group positive revenue growth rate
is higher than the positive growth rate of expenditure (2 ICs). This results
in positive business performance. The second group includes 4 ICs,
where positive rate of revenue change is smaller than positive rate of
expenditure increase. The third group includes 4 1Cs which have negative
rates of change in revenues and expenditure and in this group only Sava
IC recorded a higher rate of decrease in expenditure than the rate of
revenue decline. According to the stated facts, the third group also has a
negative rate of return.

ICs and OCs were also grouped according to their efficiency. Based
on the data from 2013, the efficiency of 3 ICs is smaller than 1, and with as
many as 10 insurers the efficiency ranges from 0.43 to 1.04 RSD, which
means that all ICs have the efficiency of up to 1.31. (Source: APR).

Further analysis of the efficiency was conducted by calculating the
average rate of return of the analyzed ICs in the period from 2010 to
2013. Based on the average rates of return it can be noted that those ICs
whose rate of return recorded a decline also had a lower rate of return —
smaller than 1 (Source: SBRA and NBS).

Results of the classification of the analyzed ICs and OCs, as well
as the analysis of the aforementioned Liquidity indicator for 2013,
showed that liquidity of most ICs was in the range from 2.39 to 9.91.
Triglav IC had the lowest liquidity, while Takovo Osiguranje IC had the
highest one (17.25). Out of 36 ICs, 33 had liquidity in the interval up to 2,
and liquidity of the remaining 3 companies was in the following interval
(Source: SBRA).

The ICs and the OCs were grouped based on the NFPIs. In terms of
these indicators, the ICs had the total average score of 3.18 and the OCs of
3.10. Average scores per key elements are: Management 1 — 2.73,
Management 2 — 2.71, Strategy & Policy — 2.91, Resources — 3.75 Processes
—3.07, Monitoring and Measurement 1 — 3.25, Monitoring and Measurement
2 — 3.63, Improvement and Innovation 1 — 3.00, and Improvement and
Innovation 2 — 3.57. Differences between the ICs and the OCs were only
found in the answers concerning the following questions: “How are results
monitored?” and “How does learning occur?” Average scores of the OCs
were one level lower than those of the ICs.

Testing the Assumptions of the Discriminant Analysis

In order to apply discriminant analysis, it is necessary to test if all
conditions for its implementation have been met. The first step is to test
the hypothesis whether each independent variable can be approximated
by a normal distribution. By applying the Shapiro-Wilk test, we found
that the following variables could not be approximated by a normal
distribution (p < a): Management2, Resources, Processes, Monitoring and
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Measurement2, Improvement, Innovation, and Learningl, Profitability, and
Liquidity. The remaining variables could be approximated by a normal
distribution: managementl, strategies and policies, improvement, innovation
and learning2, and efficiency. At the level of test significance o = 0.01, the
variable Monitoring and Measurement could also be approximated by a
normal distribution. However, as the number of observations in the sample is
47, i.e. greater than 30, this means that each empirical distribution, according
to the central limit theorem, tends to normal; therefore, in the performed
analysis, all variables could be approximated by normal distribution.

In the second step, the assumption on multivariate normality is
assessed by applying the Mahalanobis distance. Each elementary unit gets
a certain value of the Mahalanobis variable, in proportion to the degree of
the diversity of its combination of results from the results for the rest of
the sample. In the case of the observed companies, maximum Mahalanobis
distance is 32.188, while the critical value is xfz;o,om: 34.909; therefore, at
the a = 0.001 level of significance (Pailant, 2011, p. 289) the requirement
of multivariate normality has been met and hypothesis Hgg is accepted.

In the third step, we tested for the multicollinearity between the
variables. Multicollinearity was tested using the variance inflation factor,
VIF = 1/ (1-R?), where R? is the coefficient of determination between
the independent variables. If VIF >10, then there is a high degree of
multicollinearity between the independent variables. Since VIF ranges
from 2.198 (for the independent variable Profitability) to 4.064 (for the
independent variable Improvement, Innovation, and Learning 2), we
conclude that there is no multicollinearity between the independent
variables; therefore, the null hypothesis Hq is accepted. In terms of the
conducted survey, there is not a single independent variable that consists
of other independent variables, so the condition concerning non-
singularity of the data has been met.

Accordingly, it can be concluded that the conditions for the
application of the discriminant function analysis have been met.

The Application of the Discriminant Function Analysis

In terms of discriminant analysis, the statistics of the samples were
first established, i.e. the arithmetic means and standard deviations of the
NFPIs and the FPIs scores were calculated for the ICs (group I) and the
OCs (group 1), as well as respective total values. Table 1 shows the
results of the testing regarding the hypothesis on equality of arithmetic
means between variables in both groups by applying one-way ANOVA,
that is, the Wilks’ lambda statistics, Snedecor’s F distribution and the
statistical significance of F-statistics.
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Table 1. Testing the equality of the groups’ means
One-way ANOVA

Pls IW ilks F dfl df2 Significance
ambda

Management 1 .988 524 1 45 A73
Management 2 .999 .059 1 45 .810
Strategy & Policy .988 .566 1 45 456
Resources .996 174 1 45 .679
Processes .997 .149 1 45 .701
Measurement and Monitoring 1 .995 .235 1 45 .630
Measurement and Monitoring 2 938 2994 1 45 .090
Improvement, Innovation, and 1.000 .017 1 45 .896
Learning 1

Improvement, Innovation, and 956 2054 1 45 159
Learning 2

Profitability 976 1126 1 45 .294
Efficiency 699 19415 1 45 .000
Liquidity 404 66.309 1 45 .000

*alternative hypothesis is accepted
Source: Authors’ processing of own data

In all cases of testing the hypotheses of equality of the average
scores of NFP indicators, the general hypothesis Hyo is accepted
(significance p > 0,05), i.e. there is no difference in the average scores of
NFP indicators in the observed groups. In respect of FP indicators, the
null hypothesis Hyy is accepted for profitability, and the alternative for
efficiency and liquidity (p < a), i.e. there is a difference in the average
efficiency and profitability between the ICs and the OCs.

Next, the stepwise regression was applied. This method allowed us
to select and gradually include in the model, at each step of the analysis,
those variables that have the greatest effect on the dependent variable.

In the last step of the analysis, all variables remaining in the model
must have the F-statistics greater than the lower critical value (2.71),
while all variables that are outside the model must be below the critical
value (3.84).

Stepwise regression results are given in Table 2. Variables Liquidity
and Efficiency remained in the model since their Snedekor’s F statistic values
are larger than the critical value of 3.74, so these two independent variables
have the greatest effect on intergroup differences (the same conclusion is
supported by the data given in Table 1).

Table 2 Variables in the model

Step Tolerance F- statistics Wilks’ lambda
1 Liquidity 1.000 66.309
2 Liquidity 1.000 46.156 .699
Efficiency 1.000 8.174 404

Source: Authors’ processing of own data
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The canonical correlation coefficient determines the correlation
between the discrimination function and the categorical variable ICs and
OCs, while the eigenvalue refers to the ratio between the sum of the
squared deviations between the groups and the sum of squared deviations
within a group, i.e. eigenvalue = CanR%(1-CanR?), where CanR? stands
for squared canonical correlation coefficient. In the case of companies
surveyed (Table 3), squared canonical correlation coefficient shows that
65.9344% of the variance of the dependent variable Company Type is
explained by discriminant model that justifies the use of discriminant
analysis.

Table 3 Eigenvalue and canonical correlation coefficient

Function Eigenvalue % Cumulative Canonical
variance % correlation
1 1.933 100.0 100.0 812

Source: Authors’ processing of own data

The hypothesis on the statistical significance of the discriminant
function is tested by Wilks’ lambda statistics, Chi-Square test and the
statistical significance of the Chi-Square test. Wilks’ lambda statistic is
equal to the ratio of the variability within the group to the total variability,
i.e. the proportion of the total variance of discriminant variables which
cannot be explained by intergroup differences regarding the total
variance. The greater value of discriminant function is in correlation with
the lower Wilks’ lambda value.

In our case, Table 4 shows that Wilks’ lambda statistics is 0.341; xz =
47.346 and p = 0.000<a, which supports the alternative hypothesis Hjj,
which assumes that discriminant function is statistically significant, i.e.
differences in average values of the discriminant variables from mentioned
two groups are statistically significant. Discriminant function identifies the
distinction between ICs and OCs in terms of arithmetic means (AM) of
profitability coefficient (OCs: AM = 0.594222 and standard deviation (SD)
1.601032; ICs: AM = 0.626549 and SD = 2.3938374) and liquidity
coefficient (OCs: AM = 1.315355 and SD = 0.9594573; ICs: AM = 7.645018
and SD = 5.0135012). The same conclusion is drawn based on the results of
the ANOVA testing for the equality of means between the groups (Table 1).

A structural matrix that shows discriminant weights for each
independent variable is also obtained as a result of discriminant analysis.
Discriminant weights are correlations between independent variables and
discriminant functions. Greater value of discriminant weights in the
structural matrix indicates that independent variables Liquidity (0.873)
and Efficiency (0.472), which remained in the model, have greater effect
on the discriminant function, i.e. the classification of the population into
groups.
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Table 4 Wilks’ lambda, Chi-Square test, and Chi-Square test significance

Testof the ~ Wilks” lambda  Chi-Square Degrees of Statistical

function (a) statistics significance free(:jdfom 5|gn|fF|)cance
1 0.341 47.346 2 0.000

Source: Authors’ processing of own data

With discriminant analysis, series of values of discriminant variables
are calculated by replacing observations in the discriminant function. Based
on the characteristics of each elementary unit, its similarities and
dissimilarities (Mahalanobis distance) related to the center of the group
(multivariate mean) are calculated and, based on these calculations, a new
classification is suggested — a posteriori classification. Hit ratio represents the
percentage of optimal classification of observations (a posteriori) into groups
by use of discriminant model (Table 5). Hit ratio is expressed in percentage
and for the observed sample it is 93.6% (indicated under the table given
below), which means that 93.6% of companies were classified into two
groups in the same manner as in the selected sample.

Table 5 Classification of elementary units

Groups 1.00 200 Total

1.00 36 1 36

Number 2.00 2 9 11
% 1.00 97.2 28 100.0
2.00 273 81.8 100.0

a) 93.6% of original grouped cases correctly classified
Source: Authors’ processing of own data

T-test for Testing the Assumption on the Equality of Arithmetic Mean

The first step in SPSS is to test the assumption of equality of group
variances by using Levene’s test. Snedekor’s F statistics and its statistical
significance are used (Table 6: columns 1 and 2). Since p(F)>0.05, it can
be concluded that, in the subsets from which the two samples have been
selected, the variances are the same.

The second step is to test the assumption of the equality of
arithmetic means, based on the Student’s t-test, using t-statistics and its
statistical significance. Since only in respect of the variable efficiency
p(t)<0.05, we conclude that there are statistically significant differences
in arithmetic means of subsets from which the samples have been
selected. The same conclusion is drawn using the discriminant analysis.
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Table 6 The statistics of t-test

Levene’s test t-test
1 2 3 4 5 6
F Sig. T Sig. Mean 95% Confidence
Pls (2-tailed) Difference  Interval of the
Difference
Lower  Upper
Management 1 632 431 724 473 .2684 -4785 1.0154

Strategy & Policy  2.871 .097 .753 456 2317 -3884 8517
Measurement and 132 718 -.484 .630 -1392  -7179 .4395

Monitoring 1

Improvement, 160 .691 -1.433 159 -5194 -1.2495 2106
Innovation, and

Learning 2

Efficiency 1.923 .172 -4.406 .000 -5050 -.7358 -.2741

Source: Authors’ processing of own data

Mann-Whitney U (MW) test

For performance indicators, Management2, Resources, Processes,
Monitoring and Measurement2, Improvement, Learning, and Innovationl,
Profitability, and Liquidity, the basic assumption of parametric tests that they
can be approximated by a normal distribution has not been fulfilled, and
since the sample of the ICs is small (n = 11 < 30), although the same results
were obtained by using the single-factor ANOVA and discriminant analysis,
the Mann-Whitney non-parametric test was applied for those variables.
Assumptions of the MW non-parametric test are the randomness of the
sample and independence of observations.

The application of MW-test shows that the median value for all
NFP indicators is equal to 3, except for the variable Resources, whose
median value is 3.6666; thus, at the level of test significance of o = 0.05
for the above NFP indicators, it is accepted that there is no difference
between the median value in respect of ICs and OCs, so these two
samples belong to the same population with the same median values (p>
a = 0.05). With a confidence level of 95% the same conclusion is also
applied to FP profitability, while in respect of liquidity, at all levels of test
significance, it cannot be considered that populations of ICs and OCs
have the same median values (z = -4.8, p = 0.000 < o). Median value for
the variable Liquidity for ICs is 1.131125, and for OCs it is 6.6173. The

difference level is pj = |z| V(n) =0.7001 > 0.5, which, according to
Cohen’s criterion (Cohen, 1988, p. 22), is considered a big difference.
Furthermore, Pearson’s correlation coefficients detected significant
positive correlation between the Top Management’s Focus and Approach
to Leadership (correlation coefficient R = 0.538) and the Strategy &
Policy and Decision Making (R = 0.664). Likewise, there is an important
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correlation between the Approach to Leadership and Deciding on
Improvement Priorities (0.532), as well as a positive correlation between
the Strategy & Policy and Monitoring and Measurement 1 (0.524) and
between the Strategy & Policy and Improvement, Innovation, and
Learning 1 (0.604). Resource management is in significant correlation
with the Manner in Which Learning Occurs (0.624), while the
Organization of Activities is both in correlation with the Manner of
Achieving Results (0.595) and the Manner in Which Learning Occurs
(0.632). Achievement of results is in significant positive correlation with
the Manner of Results Monitoring (0.601) and the Manner in Which
Learning Occurs (0.532). The Manner in Which Learning Occurs is also
significantly correlated with Deciding on Improvement Priorities (0.522).

In addition, statistically significant correlation coefficients are
identified between the FPI Profitability and the following indicators: the
NFPI Strategy & Policy (0.325), the NFPI the Manner in Which Learning
Occurs (0.342) and the FPI Efficiency (0.627). FPI Efficiency is in a
statistically significant correlation with Resources (0.336) and the Manner
in Which Learning Occurs (0.387), as well as Profitability (0.627) and
Liquidity (0.415). Liquidity is in statistically significant correlation only
with Efficiency.

The average score of NFPIs in the ICs (3.17923) is slightly higher
than the average score in the OCs (3.1042). Average scores of NFPIs
range from 2.77 to 3.6158. The performance indicator Management 2 has
the lowest average score, while the indicator Resources has the highest.
Average scores for other NFPIs are close to 3. Based on the analysis of
the average scores of the NFPIs, an average company in RS (both ICs and
OCs) is characterized by the following: “Management is focused on
people and some additional stakeholders. Processes are defined and
implemented, approach to management is a proactive one and decision-
making powers are delegated. Decision making is based on strategy
related to the needs and expectations of the stakeholders. Resource
management is effectively implemented in such a manner that it takes
into account the insufficiency of individual resources. Activities are
organized in line with the quality control system based on the application
of all contemporary management principles, in particular the process
approach that is not only effective and efficient, but also allows flexibility.
The anticipated results are achieved, particularly concerning the identified
stakeholders. There is a consistent use of monitoring, measurement, and
improvement. Key performance indicators (i.e. key elements) are in line
with the company’s strategy and are used to monitor the satisfaction of
the people employed with the company, as well as the stakeholders.
Improvement priorities are based on the needs and expectations of some
stakeholders, as well as providers and company’s employees. The company
encourages “learning as an organization” and “learning that integrates
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capabilities of individuals with those of the organization principles thus
supporting innovation and improvement through learning” (ISO
9004:2009, pp. 25-39). The average profitability coefficient is negative
and is -0.475, while the average efficiency and liquidity ratios are 1.0477
and 2.7968 respectively.

CONCLUDING REMARKS

Identification of the statistically significant differences between the
defined ICs and OCs groups was performed using: one-way ANOVA,
discriminant analysis, t-test, and Mann-Whitney U (nonparametric) test.
The results of all these analyses indicate that there is no difference
between the ICs and the OCs in the average scores of the NFPIs, as well
as in the average scores concerning FPI Profitability; however, there are
differences between the ICs and the OCs in terms of the efficiency ratio
(ICs 1.4345; OCs 0.9296) and the liquidity ratio (ICs 7.873; OCs 1.2458).

The research indicates a medium level of quality of NFPIs for all
surveyed companies, while the quality level of their FPIs is extremely
low; however FPIs are somewhat higher in the ICs than in the OCs.

Although certain government and other institutions (Development
Fund of the Republic of Serbia, banks, the Stock Exchange) defined the
criteria for the FPIs measurement in order to determine the creditworthiness
of companies, it is essential that the government officially establish the
system/methodology for placing companies on their development path and
that it manage them.

In terms of defining the performance indicators of a system, an
optimal balance should be achieved between the FPIs and the NFPIs.
Accordingly, it must be taken into consideration that some room must be
left for companies to include certain specific performance indicators
characteristic for their line of business.

In the period from 2010 to 2013, we conducted a detailed analysis
of the FPIs, especially Profitability as the measure of total revenue and
total expenditure. We concluded that the profitability of the ICs can be
improved by cutting the operating costs. Therefore, in order to have
successful operations it is necessary to analyze the overall costs and their
structure, identify the sources of cost generation, and define preventive
and corrective measures to reduce them. It is particularly important to
identify hidden costs — losses occurring due to non-compliance of processes,
costs of (non)quality, as well as all other losses, and then implement
appropriate measures to correct them. In order to establish a subsystem for
managing these costs, i.e. in order to determine the structure, processes,
procedures and guidelines, responsibilities and powers of employees, and
provide the necessary resources, it is vital: to monitor and assess individual
elements of costs, measure their effect on the sets of costs and total costs,
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as well as to track the changes in the system’s cost structure; to determine
the optimum level of individual costs and their optimal structure for a
defined period of time; to analyze costs and identify the sources of costs
generation; to implement corrective actions for their reduction; and to
track their trends, as well as their reduction over time. Furthermore, the
establishment of a system for managing total operating costs will form the
basis for increasing profitability of the insurers, which will boost the
confidence of customers and thus the company’s market share. Since
Pearson’s correlation coefficients detect statistically significant positive
correlations between the pairs of variables, their synergistic effect should
be considered when defining business policy measures.
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MEPEIBE®ONHAHCUJCKUX U HEOUMHAHCHUJCKUX
MNEP®OPMAHCHU OCUT'YPABAJYRUX JIPYIHITABA

Caasuna Joseruh?, 31ara T)ypnhl, Cphan Maplzmlcomz[h2
Yuusepsuret y Kparyjesuny, Exonomcku dakynrer, Kparyjesar, Cpouja
Vuusepsuret y Humy, Exonomcku dakymirer, Hum, Cp6uja

Pe3ume

Jebuuunt miaTHor OunaHca MpeAcTaBba TIIaBHH MPobieM ca KojuM ce cycpehe
cprcka mpuBpena. To cTBapa IpHUTHCKe Ha IaJ BpeAHOCTH nomahe BamyTe U MH(DIIA-
1]y, IITO OHeMoryhaBa OCTU3amkbe YHYTPAIIhE U eKCTEPHE MAaKPOSKOHOMCKE PaBHO-
Texe. JleduuuT rulatHOr OMilaHca ce He MOJKE TIOKPUBATH JOJAaTHHM KPaTKOPOYHHM
3ay)KHBakEM, jep je TO HEOOPKUBO y YCIOBMMAa BHUCOKOT jaBHOT Ayra. Takobe, me-
BH3HE pe3epBe ce KOPHUCTE CaMo 32 KPATKOPOYHY CTAOMIM3alHjy. YBO3HA 3aBHCHOCT
npuspene (y yclydajy eHepreHara u BUCOKO TEXHOJIOIIKMX MPOU3BOJA) jecTe pasiior
3aIlTO Ce IOopacT AEBH3HOI Kypca Op30 IpeHOCH Ha MHQIIANN]Y MPEKO TPAaHCMHCH-
oHor Mexanm3Ma. ¥ CpOuju mo3uTHBHA Kopenanuja n3Mel)y HuBoa IeBU3HOT Kypca U
M3BO3a NPAKTHYHO HE MOCTOjH, TAKO Ja CE JIcBalIBalja HALIOHAIIHE BAIyTE HE MOXKE
KOPHCTHTH Ka0 CPEJCTBO 3a OTKJIamamke INIaTHOOMIAHCHE HepaBHOTeXKe. PenykoBame
arperaTHe TPaXHkeE je O OrPOMHE BAKHOCTH 32 MAaKpOSKOHOMCKY CTaOWIH3aLyjy.
Mehytum, 300r penaTHBHO HHCKE arperatHe Tpaxme y Penmyomunu Cpouju, 1o Ou
M3a3BaJI0 TIOTITYHH KOJIAIC MPUBPEZE, Ia ce Kao jenHa COoNylrja 3a cMamembe nedu-
UTa IIaTHOT OmitaHca mpemtaxe nosehame m3Bo3a. VctpakuBame mokasyje aa je y
ycioBuMa HeMoryhHocTH mmoBeharma N3B03a y KpaTKOM POKY jeIHHO pelIeHhe CMarbe-
€ jaBHE TOTPOILIbE, Kako O ce, n3Mel)y ocTanor, cMamuiia TPaKiba 3a YBO30M JI0-
Oapa, IOK ce WHBECTUIIMOHA MOTPOIIHa OOMYHO HE CME CMAmbHBATH jep je OBaj BUJ
MOTPOILIHE ONTaH 32 IPUBPEAHHU Pa3BOj 3EMIbE.

13B03 npencraBiba KIbYYHH T'€HEpaToOp IUIATHOOMIAHCHE PaBHOTEXE, KOja MPEKo
cTabuin3anyje JeBU3HOr Kypca Jellyje Ha MOHeTapHy cTaOuiHOCT. OCHOBHM YCIIOB
3a noBehame M3B03a, Ka0 CTPATEIIKOr I[MJba 33 IIOCTH3ambe CTAOMIIHOCTH LIeHa U pa-
BHOTEXXE TUIATHOT OMIIaHCA, jecTe MOOOJpIIamk¢ M3BO3HUX mMephopmaHcu PemyOmmke
CpOuje, ka0 M aTpakKTUBHOCTH Y TPUBIIAYEHY CTPAHUX JUPEKTHUX MHBECTHUIIH]a, IIPe
CBETa Y U3BO3HO OPHjEHTHCAHUM cekToprMa npuBpene Cpouje.

IMTosehame n3B0O3a OCTBapyje ce pa3HUM MOJCTUIIAjHUM MepaMa Koje Cy pa3MaTpa-
HE y OBOM HCTpaxkuBamy. [I0ACTHIIAE HHBECTHUIIM]a, HELICHOBHE KOHKYPEHTHOCTH M
noBehame cTereHa Mpou3BOIHE U reorpadcke IuBep3u]UKaIije u3Bo3a jecy OUTHH
3a yHanpelheme M3B03a, Kao IIaBHOT Pa3BOJHOT MMITYJICa CKOPO CBake mpuBpene. Ja-
Yamke CeKTOpa MajMX ¥ cpelmux npenyseha nonpuHocH nosehamy KOHKYPEHTHOCTH
n3Bo3He nonyne Cpouje. HemoBospHa cekTopcka u reorpad)cka CTpyKTypa H3B03a, Tj.
BHCOK CTETIeH KOHIEHTpamuje m3Bo3a (oko 60% wn3BO3a ce IIachpa Ha TPIKHUIITE
EBporicke yHHje) Mopa ce npeBa3uhu y HApeTHOM MEPUOTY ITyTeM reorpad)cKe JuBep-
su¢ukanuje u3Bo3a. 13Bo3 Ha pacryha tpxwumra (Pycuja, Kuna) 3axreBa nosehame
TEXHWYKE ONPEMIBEHOCTH Y 3EMJBH.

VY ycrnoBuMa BUCOKOT OyieTcKoT AeduImTa JOBOIU c€ Y MUTame MOTYhHOCT aa-
Bama Pa3HUX (HUCKATHUX TOJACTHIAja U OeHe(pHUIHja Kako OM ce IMOJCTaKkao M3BO3.
Crumynucame M3BO3a MyTeM moBehama JIeBH3HOT Kypca HHje Moryhe 300r joier
KBQJIUTETa U HEJIOCTAaTKa CepPTH(UKOBAHMX MPOM3BOJA. 3aTO Ce KA0 HEKH OJ LIUJbeBa
HaBoze noBehame MPOTYKTHBHOCTH, IPUMEHA CaBPEMEHHX METO/A YIpaBJbamba, KO-
puihiere MOJEPHUX TEXHOJIOTHja, UTA.



