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Abstract

Modern society is characterised by the pervasive presence of information and
communication technologies. The growing demands of today’s economy and society
for enhanced and efficient products and services have led to the continual advance-
ment of the technological sector. Among these advancements, artificial intelligence
stands out as a particularly noteworthy phenomenon. Artificial intelligence entails the
capacity of computer programmes to emulate human intelligence and perform a wide
array of tasks. Its implementation has ushered in various advantages, allowing indi-
viduals to accomplish tasks like online banking, virtual meetings, and digital conver-
sations without the requirement of physical presence. Despite these benefits, the adop-
tion of new technologies also introduces potential risks to fundamental rights and
freedoms, including privacy, personal data protection, and individual liberty. The ap-
plication of artificial intelligence (Al) in the justice system has been a topic of grow-
ing interest and debate. Al technologies are being explored and implemented in vari-
ous aspects of the justice system to improve efficiency, accuracy, and access to jus-
tice.

Key words: artificial intelligence, civil law, predictive policing, document
automation.

BEIITAYKA UHTEJIMI'EHIIUJA Y CYJACKOM
INPABOCYJHOM CUCTEMY

Ancrpakrt

CaBpeMeHO APYLITBO KapaKTEPHUILE CBENPUCYTHO HMPHUCYCTBO MHPOPMALIMOHUX H
KOMYHHUKAILIMOHHUX TeXHojoruja. Pactyhu 3axTeBH naHalIke NpUBPEIE U APYLITBA 3a
noOO/bIIAaHUM M e(UKACHUM INPOU3BOJAMMA M yCIyrama JIOBEIM Cy IO CTajHOT Ha-
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IpeTKa TEeXHOJOIIKOTr cekTopa. Melyy oBuM HampermmMa, BeITauyka HHTEIMTCHIIHja
ce ucThYe kao ()eHOMEH BpelaH Naxme. BermrTauka WHTeNIMIeHNHja IoJpasyMeBa
CIOCOOHOCT KOMITjyTepPCKUX MporpaMa jaa OIOHANIAjy JbYJICKY HHTEIUTCHIH)Y M
00aBJpajy MMPOK CIEKTap 3ajaraka. theroBa HMIIeMeHTaIMja J0BENA je 1O pa3iIHdu-
TUX NpeaHocTH, oMoryhasajyhu mojequHIIMa 1a OCTBape 3aJaTKe Kao IITO Cy OHNajH
0aHKapCTBO, BUPTYEIIHN CACTAHLU U JUTHTAIHK Pa3roBOpy 0e3 pU3MUKOT MPUCYCTBA.
Yopkoc OBUM NPEeTHOCTHMA, YCBajalheé HOBHX TEXHOJIOTHja Takohe yBOAM MOTEHLHU-
jalHe pHU3MKE [0 OCHOBHA NpaBa W cio0oze, YKJbyuyjyhu NpHBaTHOCT, 3aITHTY
JWYHUX MToJaTaKa u In4Hy ciobony. [IpuMena Bemrauke narenurennyje (AW) y mpa-
BOCYJJHOM CHCTEMY je TeMa cBe Beher mHTepecoBama M nebare. TexHOIOTHje BemI-
Tayke MHTEIHUICHINje Ce UCTPAXYjy U NPUMEHY]y y Pa3IndUTAM acleKTUMa IPaBo-
CYZHOT CHCTeMa Kako O ce mobosbIIany e(pruKacHOCT, TAYHOCT U MPUCTYII IIPaBAH.

Kiby4ne peun: Bemrauka MHTEJIHT'€HIN]a, IIMBHIIHO MIPABO, IPEIUKTHBHO
3aKJbyUYHBame, AyTOMaTH3alHja JOKyMEHTaIIHje.

INTRODUCTION

Not too long ago, there was a prevailing belief that the realms of
Artificial Intelligence (Al) or Machine Learning (ML) would have mini-
mal impact on the field of law. The legal profession, characterised by its
need for specialised skills and nuanced human judgment, was thought to
be inherently resistant to the transformative influence of digital advance-
ments. However, the adoption of ML technology in the legal domain is
now becoming commonplace. It is viewed as a valuable tool, not only
streamlining tasks for legal professionals but also offering enhanced anal-
yses of expansive datasets to assist in legal decision-making across global
judicial systems (Ziemianin, 2021).

Another significant domain where Machine Learning (ML) is ap-
plied in judicial systems is within the realm of ‘predictive justice.” This
entails the utilisation of ML algorithms to conduct a probabilistic analysis
of specific legal disputes by referencing case law precedents. To function
effectively, these systems depend on extensive databases comprising past
judicial decisions. These decisions must be translated into a standardised
language capable of constructing predetermined models (Karmaza, et. al.
2021). These models, in turn, play a crucial role in enabling machine
learning software to generate predictions.

The initial emergence of ‘predictive justice’ came to light in the
United States as far back as 2013, notably in the case of State v. Loomis.
This marked the first instance where the court employed predictive justice
in the context of sentencing. In the trial involving Mr Loomis, a U.S. citi-
zen facing charges of participating in a drive-by shooting, receiving sto-
len goods, and resisting arrest, the circuit court utilised a predictive ma-
chine learning tool to assist in its sentencing determination. The outcome
was a custodial sentence imposed by the judge, influenced by the ma-
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chine learning software’s indication of a high probability of the defendant
engaging in similar offenses again (Rigano, 2019).

As the use of Al technologies advances, judicial systems are be-
coming engaged in legal questions concerning the implications of Al for
human rights, and surveillance and liability, among others. In addition,
judicial systems are also using Al systems for judicial decision-making
processes that have raised concerns for fairness, accountability and trans-
parency in decision making by automated or Al-enabled systems (Vo &
Plachkinova, 2023). The potential of Al is already being explored by
many judicial systems that include the judiciary, prosecution services,
other domain specific judicial bodies around the world, and the criminal
justice field to provide investigative assistance and automate/facilitate de-
cision-making processes.

Nevertheless, the use of Al poses a wide range of challenges to be
addressed: from pattern recognition, ethics, and biased decisions taken by
Al-based algorithms, to transparency and accountability. Self-learning al-
gorithms, for instance, may be trained by certain data sets (previous deci-
sions, facial images or video databases, etc.) that may contain biased data
that can be used by applications for criminal or public safety purposes,
leading to biased decisions (Rafanelli, 2022).

Considering rapid developments in this field, the challenges and
opportunities related to harnessing Al in the field of justice and how Al-
based systems can help judicial actors in their roles within the administra-
tion of justice and to handle cases involving Al that impacts human rights
must form part of discussions among stakeholders from the judicial eco-
system (Milev & Tretynyk, 2023).

While Al presents several opportunities to enhance the justice sys-
tem, there are also challenges and concerns. These include issues related
to transparency, accountability, bias in algorithms, data privacy, and the
potential impact on human judgment and decision-making (Yu, 2023).
When we talk about human rights and data protection, some significant
research was conducted in recent years (Dimovski, 2021). The results of
such research show the current situation regarding the protection of hu-
man rights, the protection of personal data and so on (Djukanovic, 2021;
Turanjanin, 2021). Striking the right balance between innovation and
safeguarding individual rights is crucial in the ongoing development and
adoption of Al in the justice system. Legal and ethical frameworks are be-
ing developed to address these challenges and ensure the responsible use
of Al technologies in the legal domain.

The paper is organised as follows. The second section defines the
research hypothesis, based on which the research is organised. The third
section presents the investigation of Al use for legal research and analy-
sis. The fourth section presents the investigation of Al use for predictive
policing. The fifth section presents the investigation of Al use for risk as-
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sessment in criminal justice. The sixth section presents the main conclu-
sion, advantages and disadvantages of Al use in the court justice system.
Finally, the last section gives a list of papers with the same field of re-
search, which we used during our investigation.

METHODOLOGY AND RESEARCH QUESTIONS

As the application of Artificial intelligence in law and the judicial
system is becoming more widespread, some of the areas of application
are highlighted. In order to adequately assess the current state of applica-
tion based on artificial intelligence in certain areas of law, our investiga-
tion began by setting certain hypotheses:

= Can Al-based applications be used to research and analyse legal

documents and data?

= Can applications based on artificial intelligence be used to

predict the commission of criminal or misdemeanour acts?

= Can Al-based applications be used for risk assessment?

The defined hypotheses are addressed by looking at the currently
available expressions in this area. The answers to the previously defined
hypotheses described in the continuation of the research were obtained by
looking at examples of court practice. In addition to court practice, the
answers were gained by looking at examples of legal practice, as well as
publicly available data. The main focus was on examples of judicial and
legal practice that confirm or deny the benefits of using Al. The tools that
were used in specific examples were also reviewed.

Al-SUPPORTED LEGAL RESEARCH AND ANALYSIS

Al-powered tools can assist legal professionals in conducting legal
research more efficiently. Legal Research and Analysis involve the pro-
cess of gathering, evaluating, and interpreting legal information to sup-
port legal decision-making, case preparation, and the practice of law. The
integration of technology, including artificial intelligence (Al) and ma-
chine learning (ML), has significantly impacted and improved legal re-
search processes. Historically, legal research involved manually searching
through legal texts, statutes, case law, regulations, and other legal docu-
ments to find relevant information. Legal professionals, including attor-
neys, paralegals, and law students, spent significant time and effort in li-
braries or using legal databases to gather information (Faghiri, 2022).
With the advent of technology, legal research shifted from manual meth-
ods to computer-assisted methods. Online legal databases, such as
Westlaw and LexisNexis, became popular tools for legal research. Elec-



Artificial Intelligence in the Court Justice System 749

tronic resources allowed for faster and more efficient searches, but the
process still required human interpretation and analysis.

Al and machine learning technologies have been integrated into
legal research tools to enhance efficiency and accuracy. Natural language
processing (NLP) algorithms enable these tools to understand and inter-
pret human language, improving the relevance of search results. Al-
powered legal research platforms can analyse vast databases of legal in-
formation, extract key insights, and provide more nuanced and context-
aware results (Katz, et. al, 2023). Natural Language Processing (NLP)
stands at the forefront of the intersection between computer science, arti-
ficial intelligence, and linguistics. Its mission is to equip machines with
the ability to comprehend, interpret, and respond to human language in a
way that is both meaningful and contextually aware. At its core, NLP
seeks to bridge the gap between the intricacies of human communication
and the computational power of machines. The spectrum of NLP applica-
tions is broad, ranging from fundamental language tasks such as language
translation and speech recognition to more advanced processes like sen-
timent analysis and text summarisation. NLP technologies power virtual
assistants, chatbots, language translation services, and a myriad of appli-
cations that enhance human-computer interaction. Challenges persist, in-
cluding the nuances of language, cultural variations, and the need to miti-
gate biases embedded in training data (Dixon & Briks, 2021).

As NLP continues to evolve, its impact on various industries, from
healthcare to finance, promises to reshape how we communicate with and
through technology (Mulder, Valcke, & Baeck, 2023). With advance-
ments in deep learning and neural networks, NLP is steadily breaking
new ground, bringing us closer to a future where machines truly under-
stand and respond to human language in a natural and intuitive manner.
NLP has emerged as a transformative force within the justice system,
revolutionising how legal professionals analyse, interpret, and manage
vast volumes of legal texts. NLP technologies bring unprecedented effi-
ciency and accessibility to legal research, case analysis, and information
retrieval, thereby reshaping the landscape of legal practices. One of the
prominent applications of NLP in the justice system is legal document
analysis. NLP algorithms can sift through extensive legal databases, stat-
utes, and case law, extracting relevant information and providing legal
professionals with timely insights. This capability significantly expedites
legal research processes, allowing attorneys and legal scholars to focus
more on strategic analysis rather than laborious information retrieval
(Medvedeva, Wieling & Vols, 2023). NLP also plays a pivotal role in e-
discovery, where the analysis of electronic documents for legal proceed-
ings is a complex task. Machine learning models, powered by NLP, can
rapidly categorise and identify pertinent information, aiding legal teams
in document review and due diligence processes. This not only acceler-
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ates the pace of legal investigations but also ensures a more thorough and
accurate analysis of digital evidence. Legal professionals leverage NLP-
powered tools for sentiment analysis in legal texts, helping gauge the tone
and implications of statements in court documents, contracts, or public
records. This nuanced understanding contributes to more informed deci-
sion-making during legal proceedings. Moreover, NLP facilitates the de-
velopment of virtual legal assistants and chatbots that interact with users
in a natural language. These tools enhance accessibility to legal infor-
mation, guiding individuals through legal processes, explaining complex
legal concepts, and even assisting in the preparation of legal documents.
This democratisation of legal information empowers individuals who may
not have easy access to legal counsel (Reiling, 2020). However, the inte-
gration of NLP in the justice system is not without challenges. Ensuring
the fairness and transparency of algorithms, addressing potential biases in
training data, and upholding ethical standards are critical considerations.
Legal professionals and technologists collaborate to strike a balance be-
tween leveraging the efficiency gains of NLP and maintaining the integri-
ty of legal processes. In summary, NLP is a catalyst for innovation within
the justice system, streamlining legal workflows, improving access to le-
gal information, and contributing to a more efficient and equitable legal
landscape (Mumcuoglu, et. al. 2021). As NLP technologies continue to
advance, their impact on legal practices is poised to deepen, fostering a
future where legal professionals can harness the power of language to
navigate the complexities of the law more effectively.

Al can aid individuals in locating desired information within ex-
tensive digital document collections. The advantages of natural language
processing, as opposed to conventional keyword searches, are exempli-
fied by the widespread use of Google. When laypeople endeavour to ad-
dress legal issues independently, they typically initiate the process with a
Google search. This approach is likely common among lawyers as well
(Andreev, Laptev, & Chucha, 2020).

Certain providers of legal research distinguish themselves by em-
phasising an Al-centric approach, with many incorporating various Al
techniques. Ross Intelligence, for instance, positions itself as a developer
of ‘Al-driven products to enhance lawyers’ cognitive capabilities,” en-
compassing features like natural language searching and identification of
‘bad law.” Nevertheless, the majority of legal research tools leverage au-
tomation and/or machine learning to assist researchers in identifying and
connecting with precedents related to a specific case passage or paragraph
(Evstratov & Guchenkov 2020). Many of these tools also make use of
natural language processing for query purposes. Notably, LexisNexis in-
tegrates ‘Al-powered features’ into its legal research platforms. AustLII
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similarly employs automation in its NoteUp function, which identifies
documents relevant to the one being viewed?.

Legal research also incorporates the use of expert systems. Aus-
tLII’s Datalex platform, for instance, facilitates the conversion of statutes
into a machine-readable format (Rodrigues, 2020). This enables users to
determine the application of a statute in a specific situation by responding
to a series of questions. This approach, further discussed in the following
section on “Rules as Code — Implications for the Judiciary,” offers the ad-
vantage of providing outputs that detail the reasons for the application or
non-application of a specific provision, along with statutory references
(Collenette, Atkinson, & Bench-Capon, 2023). This process is likely quick-
er than the traditional method of reading a statute from start to finish.

In Australia, services such as Auscript, Transcription Australia and
Epiq provide courts with transcription services, some of which boast real-
time transcription. VVoice recognition and transcription can be automated
and, globally, the speech recognition market is expected to be worth at
least 18 billion USD by 2023. IBM has achieved a 5.5% word error rate
(compared to the standard human error rate of 5.1%), with a ‘dramatic
improvement in accuracy’ driving the likelihood that court reporting will
increasingly be an automated process. VIQ Solutions reportedly uses Al
transcription and, in 2020, they announced they had secured a contract for
transcription services with Queensland’s Department of Justice and At-
torney-General.

Some Chinese courts use real-time voice recognition to produce
court transcripts. iFLYTEK is a technology company used during some
trials which translate real-time audio into Mandarin and English text. In
Shanghai, at least ten courts are piloting the complete replacement of ju-
dicial clerks with Al assistants, whose role it is to transcribe cases, pull
files and present digital evidence?.

Al FOR PREDICTIVE POLICING

Predictive policing stands at the forefront of law enforcement in-
novation, leveraging advanced analytics and artificial intelligence to en-
hance crime prevention and resource allocation (Berk, 2021) This ap-
proach moves beyond traditional reactive strategies, aiming to forecast
and proactively address potential criminal activities. At its core, predic-

! “The Power of Artificial Intelligence in Legal Research’ (October 2020) The Power
of Artificial Intelligence in Legal Research (lexisnexis.com)

2 Deputy President of Xuhui District People’s Court Xu Shiliang, quoted in Sarah Dai,
‘Shanghai Judicial Courts Start to Replace Clerks with Al Assistants’, South China
Morning Post (1 April 2020)
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tive policing employs machine learning algorithms to analyse historical
crime data, identifying patterns and trends that may indicate where future
incidents are likely to occur (Storbeck, 2022). This data-driven approach
allows law enforcement agencies to optimise their resources and deploy
officers more effectively to areas with higher predicted crime rates. Key
components of predictive policing include:

1. Crime Hotspot Analysis algorithms for analysing historical
crime data to identify geographic areas with a higher likeli-
hood of criminal activity. Law enforcement can then focus ef-
forts on these hotspots to deter and prevent crimes.

2. Temporal Analysis - predictive models consider the time of
day, day of the week, or specific events when assessing the
likelihood of crime. This temporal analysis helps law en-
forcement allocate resources during periods of higher risk
(Maxim, 2022).

3. Resource Allocation - predictive policing enables law en-
forcement agencies to allocate resources more efficiently. This
may include adjusting patrol routes, increasing presence in
high-risk areas, or implementing targeted interventions.

4. Preventive Strategies - law enforcement agencies can imple-
ment preventive strategies based on predictive models, such as
community engagement initiatives, public awareness cam-
paigns, or interventions aimed at addressing underlying issues
contributing to crime.

While predictive policing holds promise in improving law en-
forcement strategies, ethical considerations and potential biases in the da-
ta used to train these models are areas of concern. It is crucial to ensure
that predictive models are fair, transparent, and used as tools to support,
rather than replace, human judgment in policing.

As predictive policing continues to evolve, ongoing collaboration
between law enforcement, data scientists, and community stakeholders is
essential to strike a balance between leveraging technology for crime pre-
vention and safeguarding individual rights and privacy. The ethical de-
ployment of predictive policing technologies is paramount to building
trust and ensuring the equitable and just application of law enforcement
strategies.

Al FOR RISK ASSESSMENT IN CRIMINAL JUSTICE

Artificial Intelligence (Al) is increasingly integrated into risk as-
sessment processes within the criminal justice system, promising to en-
hance decision-making and resource allocation. The application of Al in
risk assessment involves leveraging machine learning algorithms to ana-
lyse various factors and predict the likelihood of a defendant reoffending
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or failing to appear in court. While these technologies offer potential ben-
efits, ethical considerations and concerns about fairness and bias must be
carefully addressed. Key aspects of Al in risk assessment are stated in the
following text. One of the key aspects are predictive algorithms. By this
we means that Al algorithms analyse historical data, including criminal
records, demographics, and socio-economic factors, to generate risk
scores. These scores aim to assist judges and parole boards in making
more informed decisions about bail, sentencing, and parole [9]. In second
place is individualised risk assessment which represents Al systems striv-
ing to provide more individualised risk assessments, moving away from
one-size-fits-all approaches. By considering a broader range of factors,
including the defendant’s personal history and circumstances, these sys-
tems aim to improve the accuracy of risk predictions (Raphael Souza,
Amilton & Sperandio Nascimento, 2022). Data-Driven Decision-Making
represents Al systems in risk assessment relying heavily on data to identi-
fy patterns and correlations. Ensuring the quality and representativeness
of the data is crucial to avoid reinforcing existing biases and disparities
within the criminal justice system. Transparency and Accountability rep-
resents an Ethical deployment of Al in risk assessment, which requires
transparency in how algorithms operate and the factors they consider
(Douglas, et. al. 2020). Accountability mechanisms must be in place to
address concerns related to biased outcomes and the potential impact on
individuals, especially in marginalised communities. Human Oversight
represents Al systems that can provide valuable insights, though human
judgment remains essential. Judges and decision-makers should view Al-
generated risk assessments as tools to inform their decisions rather than as
conclusive determinants.

Selecting the optimal risk assessment tool for a given application
requires trade-offs to be made between false negatives and false positives;
attempts to reduce the number of false positives will increase the number
of false negatives [Reference Walker23]. Tools with a low rate of false
negatives (due to high sensitivity) will be most effective at protecting the
public, and may garner most political support, while tools with a low rate
of false positives (due to high specificity) will best protect the rights and
interests of prisoners and psychiatric patients.

The optimal balance between false positives and false negatives is
an ethical issue and will depend on the social and political context in
which the tool is to be used (Reference Sinnott-Armstrong, Buzzi, Hy-
man, Raichle, Kanwisher, Phelps and Morse24). For example, the avoid-
ance of false positives may be more important in jurisdictions with less
humane detention practices than in jurisdictions with more humane prac-
tices, since the less humane the conditions of detention, the greater the
harm false positives will tend to impose on the assessed individual
(Jesper, 2011).
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The appropriate balance between false positives and false nega-
tives will also depend on the stage in the criminal justice process or pa-
tient pathway at which the tool will be deployed. For instance, suppose
that a risk assessment tool is used to inform decisions about post-sentence
detention in a setting where an individual’s initial sentence is proportion-
ate to their degree of responsibility and the seriousness of the crime. De-
taining the individual beyond the end of the initial sentence thus involves
imposing a disproportionately long period of detention. In this context,
special care should be taken to avoid false positives, and there may be
grounds to prefer a tool with a very low false positive rate to one that is
overall more accurate.

However, the situation is different when a tool is used to inform
parole decisions. In this context, false positives may lead to refusal of pa-
role and an unnecessarily long period of incarceration from the point of
view of public protection. Yet if we assume that the initial sentences are
themselves proportionate, then the overall period of detention for ‘false
positive’ individuals will remain within the upper limit set by considera-
tions of proportionality. In this context it may be more important to avoid
false negatives.

Matching risk assessment tools to different contexts of application
thus requires trade-offs between positive and negative predictive accura-
cy. For each context, we must first decide which type of accuracy to pri-
oritise to which degree, and then select a tool that reflects this priority
(Suparto, Ellydar, Ardiansyah & Jose, 2023). Unfortunately, in the ab-
sence of reliable data, it is not possible to make the latter decision confi-
dently. There is a need for studies using representative samples for rele-
vant subpopulations, avoiding highly selected samples, and presenting
performance measures that allow false negative and false positive rates to
be reliably estimated for a particular application.

Some U.S. jurisdictions use Al systems to augment and, in part,
replace judicial discretion in the prediction of the likelihood that an ac-
cused (re)offends in the context of criminal bail and sentencing decisions.
For example, the Correctional Offender Management Profiling for Alter-
native Sanctions tool (COMPAS) is used to conduct risk assessment by
drawing on the historical data of offenders and analysing that data to pro-
duce an output based on the particular offender’s conduct and back-
ground. COMPAS integrates 137 responses to a questionnaire, which in-
cludes questions ranging from the clearly relevant consideration, ‘How
many times has this person been arrested before as an adult or juvenile’,
to the more opaque ‘Do you feel discouraged at times’. Importantly, the
code and processes underlying COMPAS s secret, and thus not known to
the prosecution, defence or judge. COMPAS was developed in 1998, and
can be used firstly to predict the likelihood that an accused will fail to ap-
pear for trial (the ‘Pretrial Release Risk’ scale), secondly, to predict the
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likelihood that an offender will commit subsequent offences (the ‘General
Recidivism’ scale), and thirdly, to predict the likelihood that an offender
will commit a violent act in the future (the ‘Violent Recidivism’ scale)
(Bell, et. al. 2022). The outcome of each assessment can be used by a
court to determine, for example, whether the accused should be released
on bail pending trial or be subject to a suspended sentence (recognisance
release order) in lieu of a custodial sentence. COMPAS, and risk assess-
ment tools like it, predict the future behaviour of individuals who are ei-
ther accused of criminal wrongdoing or are incarcerated after having been
convicted of a crime. Factors that risk assessment tools might take into
account include education and employment, family, socioeconomic and
geographical background, and association with convicted criminals by
way of family or broader networks. COMPAS has faced a superior court
challenge in the U.S. In 2013, Eric Loomis was charged and convicted in
relation to a drive-by shooting. The Circuit Court noted that COMPAS
had indicated that Loomis had a high risk in each of the pretrial recidi-
vism, general recidivism and violent recidivism scales. On appeal, the
Supreme Court of Wisconsin was asked whether the use of the COMPAS
tool in sentencing violates a defendant’s right to due process, either be-
cause the secret nature of COMPAS prevents defendants from challeng-
ing the assessment’s scientific validity, or because COMPAS assessments
take gender into account. Justice Bradley, in delivering the reasons of the
Court, held that the use of COMPAS by a court was permissible, so long
as the judge made the final determination as to the sentence?.

In a 2016 investigation, the non-profit ProPublica looked at about
ten thousand criminal defendants in Broward County, Florida, whose
penalty consequent on the finding of criminal guilt had been, at least in
part, informed by COMPAS. ProPublica’s analysis found that African
American defendants were at an increased risk of receiving a false posi-
tive COMPAS score (meaning that they were more likely to be flagged as
high risk despite not, in fact, being high risk), whereas white defendants
were more likely to receive a false negative COMPAS score (meaning
that they were more likely to be flagged as low risk despite not, in fact,
being low risk)*.

% Loomis v Wisconsin , 26 June 2017, Docket no 16-6387

4 Angwin et al (n 79); cf Matthew G Rowland, ‘Technology’s Influence on Federal
Sentencing: Past, Present and Future’ (2020) 26 Washington and Lee Journal of Civil
Rights and Social Justice 565, 611 who argues that a ‘single report or study alone is
not enough to provide a definitive assessment of the technology’. See further
‘Injustice Ex Machina: Predictive Algorithms in Criminal Sentencing’, UCLA Law
Review (19 February 2019) (‘Injustice Ex Machina’) who says that the inaccuracy of
the false positive rate is a necessary trade-off for the accuracy of the true positive rate,
and so ultimately comes down to a developer’s notion of justice and fairness as a
balance between defendant and community interests
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CONCLUSION

Artificial intelligence brings many benefits to traditional social
concepts by helping with efficiency and effectiveness in performing many
business and private activities, faster and better than a human can do. The
fields of application of artificial intelligence are numerous and include
important sectors such as agriculture, transport, hospitality, tourism,
health, sports, art, etc. Bearing in mind that artificial intelligence directly
affects the lives of citizens and the functioning of society, legal systems
and legal science should not remain silent on its appearance and the in-
creasing use of new technologies in everyday social and business activi-
ties. As Al technologies permeate various facets of legal processes, from
legal research and case prediction to courtroom proceedings, they offer
unparalleled efficiency, data-driven insights, and improved access to jus-
tice. Some of the most important advantages and disadvantages of using
Al in the judicial system are given in Table 1.

Table 1. Advantages and disadvantages of the Al use court justice system

Advantages Disadvantages

Al-supported legal research and analysis
Efficiency and speed Reliability and trust issues
Accuracy and consistency Complexity and understanding
Enhanced search capabilities Privacy and confidentiality concerns
Cost-effectiveness Integration and adoption challenges
Comprehensive data analysis Legal and ethical considerations

Al for predictive policing
Crime prevention and resource allocation Bias and discrimination

Data analysis and pattern recognition Privacy and civil liberties concerns
Improved public safety Reliability and accuracy
Cost-sffectivenes Ethical and legal challenges
Enhanced investigations Community trust and relations
Al for risk assessment in criminal justice
Rapid processing Bias and fairness
Objective analysis Transparency and accountability
Enhanced predictive accuracy Over-reliance on technology
Resource optimization Privacy and ethical concerns
Improved public safety Implementation challenge
Scalability

As the justice system continues to evolve, embracing Al technolo-
gies offers a powerful tool for efficiency, accessibility, and informed de-
cision-making. Striking a harmonious balance between technological in-
novation and ethical considerations will be pivotal in shaping a justice
system that is both technologically advanced and inherently just. The
journey into this new era requires ongoing vigilance, collaboration, and a
commitment to upholding the principles of fairness, transparency, and the
rule of law.
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BEIITAYKA UHTEJIMI'EHIIUJA Y CYJACKOM
IMPABOCYJHOM CUCTEMY

Kaxymna Cnanesnh!, Muiom Mimh?
1Vuusepsurer Cunrunynym, beorpan, Cpbuja
2TonnuurKa akajgeMuja CTpyKOBHUX cTyauja, [Ipokymibe, Cpbuja

Pe3ume

Ynorpeda nHGOPMAMOHO KOMYHUKAIIMOHUX TEXHOJIOTHja HECYMEHBO 3ay3HMa
Haj3Ha4ajHHje MECTO Y CBAKOJHEBHOM JKMBOTY M pajy Jbyau. [Tocneqmux rognHa mo-
ce0aH akKIeHAT CTaBJbECH je HA BEIUTA4YKy MHTEJICTCHLHjy Kao jeaHy oJ olnactu ca
TPEHYTHO HajOpkuM pa3BojeM. HecymibHBa je YMIbEHHUIIA J1a C€ alrOPUTMH U MPUH-
IIUIIA BCUITAYKE PIHTeHHFeHLIHjC HE MOry NpUMEHUTHU HO}]je}lHa]{O NpEeU3HO y CBUM
obnactuMma Jpyacke aenarHoctu. Kao jenna ox obiactu cBe yemihe mpuMeHe H3Baja
ce cyzacka npakca. OBo je Mo/a jeiHa 0 00JIacTH T/e ce IPUMEHa BellTayKe HHTe-
JIMTEHIMje YBOJM Ca BEIMKOM MaKEHOM. 3aBHCHO O] IOMEHa CyJCKE Tpakce, Kao U
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JIOMEHa ¥ CTelleHa IIPUMEHe pe3yJiTata JoOHjeHNX NPUMEHOM aJIrOpHTaMa BeIlTauyke
MHTEIUTeHIINje pa3iuKyje ce U hajbe ydemnhe YoBeKa y TOHOUICHY OMITyKa. YTpaBo
U3 OBUX pazjiora IHJb OBOT pajia OWo je carienaBame TPEHYTHOT CTama yrnoTpede Be-
IITayKe MHTEIHMTEHINje y CYACKOM IIPaBOCYIHOM CHCTeMy InpoM cBera. Kao jemna
on Hajuermthux o0JacTH NMpUMEHE M3[Baja Ce IMPABHO MCTPaKMBame M aHaiau3a. Ha
OCHOBY CaMOTI' HAYMHA YIOTpeOe U CBera OHOTa Ha YeMy ce NPHMEHa BellTayKe HHTe-
JMreHnyje 6asupa UCTPaXKUBAHBEM Y NPABHOM JIOMEHY CMaTpa ce NPUKYIUbAlke U
obpaza Benuke Koau4nHe HHpopManuja. [IpakTHUHO NPUMEHOM Pa3IM4YUTUX METOxa
MOTy Cce NPHUKYNUTH HH}OopMaIyje Koje Cy HCTe TeMaTHKe Kao M CiIydaj Ha KOMe Cy-
Iivje, IPUNPaBHUNM, aABOKATH, CTYJCHTH IpaBa U OCTAIIM CyJCKH 3aIIOCICHHIH pae.
IIpumeHa oBakBHX MeTOJa JOIPHHOCH yOp3amy y IMOTJEy Mpoleca JOHOIICHa Of-
JIyKa, jep ce cMamyjy HallOpH 3allOCICHUX y MOTJeAy PYYHOT NpeTpakHBama U aHa-
TH3Upama CyACKUX Mmojaraka u circa. OBo moceOHO JOoa3n A0 H3pakaja y CyIoBUMa
U MIPaBOCYIHUM CHCTEMHMa Y KOjUMa je 00aBJbeHa TUTUTAIH3alHja oJaTtaka u Cya-
ckux cnuca. [lopex Tora, nperpara U aHaJIM3UPambe NoJaTaka JOCTYIHHUX y JTUTHTal-
HUM OuOIHMOTEeKaMa MOCTaje MHOTO MPUCTyHayHHja U Opka y OIHOCY Ha caTe MpoBe-
JIeHe y py4HOj mperpasu. Jomr jemHa ox o0iiacTH IIPUMEHE jecTe NMpolleHa pHU3UKa U
JOHOIIeke omnyka. OBa obyacT mpUMeHe CBaKMM JIaHOM J00HWja CBE BHINE Ha 3Ha-
4ajy, 1oceOHO y JOMeHY npolieHe pusuka. Heke ox obnactu mporeHe pusuka cy He-
HOjaBJbUBAaKE Ha Cy[Iy, OErCTBO, Ka0 W MOTYNHOCT ITOHaBJbama MPEKPIIAjHOT WU
KpuBHYHOT aena. CBaka IpoLieHa pu3nKa 0a3upa ce Ha MPEIUKTHBHUM alrOpUTMHMA
KOjH ce MPUMERY]y HaJ BEIMKUM CKYIIOM HCTOPHUjCKHX IOJAaTaKa, 3allMCHUKA ca Cy-
hema, geMorpa)CKiX U COIMOEKOHOMCKHUX (aKTopa, a CBE y IIJBbY LITO epUKACHU]C
HpOLIeHE U JIOHOLICHa ouTyKa. Kaja ce paxy o MpUMEeHH BelTauyKe HHTEIUTCHIUje y
MPaBOCY/THOM CHCTEMY IoceOHa MaXkima ce IocBehyje eTHYKUM NMPUHIUINIMA U IpH-
MEHH UCTUX MPUIAKOM JOHONICHA 0TyKa. C THM y BE3H, TIOCTOjH BEITUKHU OpOj ayTo-
pa KOjU M3pakaBa CBOj€ HEClarame Kaja ce pajy O JOHOLICHhY OIyKa 6a3upaHuX
HCKYJbYYHMBO Ha MPEITUKTUBHOM 3aKJbyUKy JOOHMBEHOM YIOTPEOOM BEIITaYKe HHTEIIH-
reanuje. Ca npyre crpaHe, cBe Beha ymorpeba BemTauke WHTEIHICHIM]E Y CYICKO]
MPaKCH OIMPOM CBETa MoKa3yje Ma OeHepHuTH ynoTpede MpeoBIaaaBajy.



