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Abstract

The identification of the perpetrator, as the subject of a criminal offense, represents,
in addition to the place, time, victim and specific criminal offense, the basis for
initiating criminal proceedings, whose ultimate goal is to determine the guilt of the
perpetrator, imposing a penalty or other criminal sanction and achieving the purpose of
punishment. A person as a perpetrator and his real identity make him the subject of a
criminal offense, committed in a real (or virtual) space and time. The purpose of
punishment is defined in order to be achieved in relation to the perpetrator and other
potential perpetrators. However, in the postmodern era in which we live, the question
arises of whether the purpose of punishment can be achieved in relation to digital
identities or autonomous systems of artificial intelligence (AI) as perpetrators of
criminal offences in the virtual space. Can then the purpose of punishment be achieved
by punishing a natural person with a real identity in relation to one or more digital
identities or characters in the virtual space? A special problem related to criminal
liability of a digital identity arises with Al systems that take autonomous actions in both
the virtual and real space. In the paper, the author raises the issues of the criminal
liability of autonomous Al systems in the context of the responsibility of legal entities
(similar to the criminal liability of legal persons), types of possible penalties for Al
systems and the need to determine a special, new purpose for sentencing such entities.

Key words: digital identities, autonomous Al systems as perpetrators of crimes,
purpose of punishment.

JUTUTAJTHU UAEHTUTET U3BPIIIMOLA U
OCTBAPUBAIGE CBPXE KAXKIbABAIbBA

Arncrpakr

Y1BphuBame HIeHTHTETA H3BPIIHONA, Ka0 Cy0jeKTa KpUBUIHOT JieJIa, Ipe/ICTaBIba,
MOpEex MecTa, BpEeMEHa U JKPTBE KOHKPETHOT KPHBUYHOT JIENa, OCHOB 3a IOKPETamke
KPUBUYHOT ITOCTYIKA YHjH je KOHAYHH Wb yTBphUBamke KPUBHIE YIHHUOIA, H3PHIIa-
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€ Ka3He WM JIpyre KPHBUYHE CAHKIIMje U OCTBAPUBAME CBPXE KaXKmhaBama. Pu3niko
JMIle Kao W3BPIIWIALl M FHErOB CTBAPHU WJICHTHTET YMHE I'a Cy0jeKTOM KPHBHYHOT
JieTIa, N3BPIICHOT y peaTHoM (MM BUPTYEIHOM) IPOCTOPY M BPEMEHY, a CBpXa KaXKiba-
Bama ce e UHHIIE Kako OU ce OCTBapHiIa y OJHOCY Ha KOHKPETHOT yYHHHOIA U JIpyTe
HOTEHLMjalHe y4rHHOLe. MehyTHM, IIocTaBba ce MUTAbE J1a JIU Ce, Y TOCTMOEPHOM
100y y KOjeM >KMBHUMO U Y NIEPUOAY TIPEJ HaMa, CBPXa Ka)KihaBamba MOXKE OCTBAPUTH U
y OZIHOCY Ha JUTUTANIHE (BUPTYEJIHE) HICHTUTETE, WM y OHOCY Ha Ay TOHOMHE CHCTe-
Me BemTauke HHTenureHnyje (Al) xao moTeHIMjaIHe M3BPIIMOLEC YYHWHHIIANA KpHU-
BUYHHX JIeJ1a Y TUTHUTAITHOM (M peaHoM) mpocTopy. [Iutame je 1a mu ce Taga KaKmba-
BarbeM (DPU3MUKOT JINIIAa CTBAPHOT HACHTUTETAa MOXKE OCTBAPHUTH CBpPXa KaXKIbaBama U y
OJHOCY Ha jellaH WM BHIIE IUTHTAIHUX HICHTHTETa y BUPTYEIHOM mpoctopy. [loce-
6aH mpoOJieM Be3aH 3a JUTHMTAIHU WISHTHTET IOjaBJbyje ce KOJ IOTEHIMjalHe KpH-
BUYHE OTOBOPHOCTHU cucteMa Al Koju mpeny3nMajy ayTOHOMHE palibe y BUPTYEITHOM
U CTBapHOM IPOCTOpPY. AyTOp Y paay OTBapa IHUTalke KPUBUYHE OJATOBOPHOCTH ayToO-
HOMHHX cucteMa Al y KOHTEKCTY OJrOBOPHOCTH MPABHUX EHTHTETA (CIIMYHO OJrOBOP-
HOCTH NPaBHUX JIMLA), IIOTEHIMjATHUM Ka3HaMma 1 NoTpedu neuHucama cuennpuane
CBpX€ Ka)KhaBamba OBUX CHTUTETA.

Kby4yHe peun: IUTHTaNHM HASHTHTET, ayTOHOMHH Al cucTeMH Kao yIMHHONM, CBPXa
KaKEbaBamba.

INTRODUCTION

The identification of the subject of a criminal offense constitutes the
basis for initiating criminal proceedings, whose ultimate goal is to establish
the guilt of the perpetrator, to assess and impose a sentence or other crimi-
nal sanction, as well as to achieve the purpose of prescribing punishment
and the purpose of enforcing criminal sanctions. The identity of the perpe-
trator as the subject of the criminal act constitutes the basis for establishing
the perpetrator’s guilt, which exists if, at the time of committing the crim-
inal act, the perpetrator was of sound mental competence and acted with
intent, and was aware or was obliged and could have been aware that his
act was prohibited. A criminal act is committed with guilt even if the per-
petrator acted negligently if the law expressly provides for it. There is no
criminal act if the act was committed in a state of mental incompetence and
a perpetrator could not understand the significance of his act, or could not
control his actions (due to mental illness, temporary mental disorder, de-
layed mental development or other serious mental disorders). Defining
guilt in this way in Serbian criminal legislation refers to and confirms the
fact that guilt, as one of the basic elements of a criminal offense, can only
be attributed to a natural person as the subject of a criminal offense. Indi-
vidual criminal responsibility and subjective liability are the basis for pun-
ishing the perpetrators of criminal offenses. Therefore, natural persons,
heretofore almost unquestioned and indisputable, represented the exclusive
subjects of a criminal offence whose guilt was determined in criminal pro-
ceedings and to whom a sentence or other criminal sanction was imposed
in order to achieve the purpose of punishment.
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However, in the postmodern era in which we live and in the period
ahead of us, the question arises as to whether the purpose of the punishment
prescribed for natural persons can also be achieved in relation to the digital
(virtual) identities of perpetrators in the digital space, that is, whether such
a purpose of punishment can be achieved in relation to autonomous Al sys-
tems if, hypothetically, these entities could be treated as subjects of crimi-
nal acts in the future. If the newly established principle of the criminal lia-
bility of legal persons for criminal acts has opened the question of the lia-
bility of legal entities as subjects of criminal offenses, can we expect that
other entities — digital identities or autonomous (Al) systems — will also
become criminally liable?

Considering the digital identity of a person in virtual space, as a sub-
ject of a crime, can the purpose of punishment be achieved? Can Al sys-
tems also have a digital identity? Can these digital identities become per-
petrators of criminal acts in the virtual and real environment? Can the pur-
pose of punishment be achieved in relation to these entities? Do we need a
special system of punishing digital perpetrators and defining a special pur-
pose of punishing these entities?

Although the basic postulates and principles of traditional criminal
law do not leave us room to raise these questions because they are strictly
based on establishing the individual and subjective criminal liability of nat-
ural persons as perpetrators, the question must nevertheless be asked of
whether the exception made with the liability of legal persons for criminal
acts, regardless of the fact that the determination of the liability of a legal
person is based on the guilt of the responsible natural person in the legal
person, leaves room for establishing the guilt of digital identities. That is,
does the system of penalties and other criminal sanctions for legal persons
as perpetrators of criminal acts open up the space for us to devise a new
system of punishing and to find a new purpose for punishment? In the dis-
tant future, will the need to re-examine the fundamental foundations of
criminal law and set up a new system of punishing digital entities come to
us at the speed of light, albeit we have not noticed it yet? Is it time to con-
sider these questions, at least on a theoretical and hypothetical level?

SUBJECTS OF A CRIMINAL OFFENCE: THE RESPONSIBILITY
OF A NATURAL PERSON AS A POSTULATE OF CRIMINAL LAW —
NOVELTIES AND A POSSIBLE PARADIGM CHANGE

The legal description of a criminal act always includes the subject
of the criminal offense, i.e. it is impossible to prescribe an action as a crim-
inal offense without also providing its subject as an essential element of the
crime (Stojanovi¢, 2010, p. 112). The subject of a criminal offense can be
any natural person, except in cases where the legislator provides for a spe-
cific feature of the subject of the criminal offense. Traditional criminal law
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has until recently, before the introduction of the criminal liability of legal
persons for criminal offenses, understood the subject of a crime exclusively
as a human being.

One circumstance was almost always considered indisputable in
criminal law — the perpetrator of a criminal act is always a natural person.
Even when a person used an animal, or some kind of natural or mechanical
force to commit the act, he was always considered the subject of the crim-
inal act.

One of the fundamental concept in the justification of criminal law
is the principle of individual autonomy — that each individual should be
treated as responsible for his or her on behaviour (Ashworth, 2009, p. 23),
and that the principle of criminal liability is the strongest formal condem-
nation that society can inflict (Ashworth, 2009, p. 5).

Serbian criminal legislation, when defining the concept of a criminal
act, stipulates that it is an offence set forth by the law as a criminal offence,
which is unlawful and committed with guilt. The guilt of the perpetrator of
a crime, therefore, represents one of the four constitutive elements of a
criminal act (Stojanovi¢, 2017, p. 126). A perpetrator is guilty if he was
mentally competent and acting with premeditation at the time of commit-
ting the criminal act, and was aware or should, or could have been aware
that his action was prohibited, or if the perpetrator acted with negligence
and this was explicitly provided for by law.

The perpetrator as a natural person represents the paradigm of indi-
vidual criminal responsibility and subjective liability. The real identity of
the perpetrator is a necessary prerequisite for conducting criminal proceed-
ings, establishing guilt, assessing and imposing a criminal sanctions and
achieving the purpose of punishment. The identity of the perpetrator is,
even after conviction, a prerequisite for the execution of criminal sanctions
and the basis for the inclusion of the perpetrator in the community after the
execution of other criminal sanctions.

However, several facts and circumstances characteristic of our con-
temporaneity significantly influenced the need to reconsider the position
on the exclusive liability of natural persons and the introduction of, to an
extent unimaginable, novelties in this area.

The first and most significant circumstance is the introduction of the
criminal liability of legal persons. Under the influence of the Anglo-Saxon
countries, the countries of the European-continental legal system began to
be legally regulated and the criminal liability of legal persons was intro-
duced at the end of the last decade of the 20" century. Since 2008, legal
persons could be criminally liable for the commission of criminal acts in
the Republic of Serbia (Law of liability of legal person for criminal of-
fenses, Official Gazette of Republic of Serbia, No. 97/2008).

Another circumstance that undoubtedly accompanies the modern
period in which we live, but also the period ahead of us, is the explosive
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number of users of the global network (Internet) and the exponential
growth in the number of users of information and communication technol-
ogies (ICT). The networking of humanity via the global network has prac-
tically rendered meaningless the existence of borders in numerous spheres
of social life and ordinary human activities. Mass activities of an infor-
mation and communication nature on the global network and in the virtual
space were transferred to various spheres of life: administrative, financial,
banking, business, political, educational, economic, to name a few. This
type of activity has contributed to the spread of conduct in the virtual space
that is considered harmful or prohibited, and the process of criminalisation
began. Prohibited conduct in the virtual space is carried out in an environ-
ment that has become a new horizon without restrictions for committing the
most diverse types of crimes. This circumstance has opened the question of
establishing the identity of the subjects of crimes committed in the digital
environment, as well as their real or digital identity (real or fictional).

The third circumstance, among several that we have highlighted, is
the development of Al systems and their application in the digital (and real)
space. The development and application of various Al systems has become
daily routine for a large number of users. In addition to their undeniable
benefits and their facilitation of the performance of a large number of tasks
and activities, Al systems represent a technology that can significantly
threaten security, and affect the protection of fundamental human rights and
freedoms. Designed as a system that, using modern ICT equipment, achieves
a higher cognitive level than a humans’ and, in certain cases, has the ability
to make autonomous decisions, it raises the question of whether autonomous
Al systems will become subjects of a crimes, as separate legal entities.

THE PURPOSE OF PUNISHMENT, IN BRIEF

The goals and purpose of punishment are defined in criminal legis-
lations explicitly or implicitly. Most modern criminal law systems, in de-
termining the purpose of punishment, start from relative theories on the
purpose of punishment, with some elements of absolute theories.

The purpose of punishment in Serbia is prescribed by the Criminal
Code (CC) and it is directed towards perpetrators as well as other persons
as potential perpetrators. Article 4, paragraph 2 stipulates the general pur-
pose of prescribing and imposing criminal sanctions — suppressing acts that
violate or endanger values protected by criminal legislation. Within the
general purpose of criminal sanctions, the purpose of punishment pre-
scribed in Article 42 of the CC is: (1) to prevent a perpetrator from com-
mitting criminal offences and deter them from the future commission of
criminal offences; (2) to deter others from the commission of criminal of-
fences; (3) to express social condemnation of the criminal offence, enhance
moral strength and reinforce the obligation to respect the law; and (4) to
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achieve justice and proportionality between the committed offense and the
severity of the criminal sanction. The 2019 amendments to the CC supple-
mented the purpose by including the principles of achieving justice and
proportionality between the committed offense and the severity of the crim-
inal sanction, which specifically defined and justified the purpose of intro-
ducing life imprisonment into Serbian criminal legislation (Gruji¢, pp.
2019, 1109-1124), and indirectly, the purpose of pronouncing (and execut-
ing) life imprisonment, for convicts which are a part of the prison popula-
tion (Gruji¢, 2021, pp. 1131-1145).

In addition to the general purpose and the purpose of punishment,
the CC also defines the purpose of applying a suspended sentence and a
judicial admonition, as well as the purpose of applying security measures,
while the Law on Juvenile Offenders and Criminal Protection of Juveniles
prescribes the purpose of applying educational measures, as well as a juve-
nile prison sentence for minors.

The purpose of punishment refers exclusively to natural persons as
subjects of criminal acts and potential perpetrators (natural persons). The
legislator does not prescribe a specific purpose for applying criminal sanc-
tions to legal persons.

THE CRIMINAL LIABILITY OF LEGAL PERSONS FOR CRIMINAL
OFFENCES — LIABILITY, CRIMINAL SANCTIONS AND THE
PURPOSE OF PUNISHMENT

The introduction of the criminal liability of legal person into the crim-
inal law system means that the subject of a criminal offense is no longer ex-
clusively a natural person. According to the solution in our legislation, the
criminal liability of a legal person is determined on the basis of the guilt of
the responsible person (natural person) who commits a criminal act with the
intention of obtaining a benefit for the legal person or if, due to the lack of
supervision and control of the responsible person, the commission of a crim-
inal offense for the benefit of the legal person is enabled by a natural person
acting under the supervision and control of the responsible person.

In the context of punishing legal persons for criminal offenses, it is
impossible to apply the existing punishment system, and the legislator has
prescribed criminal sanctions that can be applied to this category of perpe-
trators. A legal person may be sentenced to penalties, suspended sentence
and security measures. The Law on the Liability of Legal Persons for Crim-
inal Offences stipulates that two penalties can be imposed on a legal entity:
a fine and the termination of the legal entity. A fine may be imposed in the
range of no less than one hundred thousand, and no more than five hundred
million RSD, according to the special rules prescribed in Article 14, para-
graph 3. The second penalty is the termination of the legal person and may
be imposed if the activity of the legal person was, in whole or to a signifi-
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cant extent, in the function of committing criminal offenses. After the judg-
ment becomes final, the procedure for the liquidation, bankruptcy or termi-
nation of the legal person in another manner is carried out, and the legal
person ceases to exist by being deleted from the register kept by the com-
petent authority. A suspended sentence is the only cautionary measure that
can be imposed on a legal person if a fine of up to five million RSD is
determined. Security measures that can be imposed on a legal person in-
clude a ban on performing certain registered activities or businesses, the
confiscation of objects, and a public announcement of the judgment.

The legislator did not prescribe a specific purpose for prescribing or
enforcing criminal sanctions against legal persons. Considering this cir-
cumstance, the purpose of punishment, based on Article 34, regulates the
consistent application of the provisions of the Criminal Code.

THE DIGITAL IDENTITY OF THE PERPETRATOR
OF A CRIMINAL OFFENCE

Real, and Fictional (Fake), Digital Identity and the Purpose of Punishment

Given the massive use of the global network (Internet) and the num-
ber of users of ICT in the modern period, a large number of common ac-
tivities are carried out in the digital space. The advantages of a common
digital space are undeniable and, almost imperceptibly, have become rou-
tine for carrying out communication, trade, business, banking, education,
administrative and other tasks and activities.

To use the content and various features of the virtual space, user
identification is required, which represents a kind of user identity in the
digital environment. For numerous applications, services, electronic ser-
vices and access to content, user identification and authentication are re-
quired. Typically, for the largest number of programs, applications, pages
or electronic services, this means using a username and password to iden-
tify, and certainly an IP address. This unique data, in addition to other po-
tential information required for certain electronic services (e.g. electronic
ID card, electronic signature, payment card data, address, phone authorisa-
tion, etc.), forms the basis of a person’s digital identity in the virtual space,
i.e. the real digital identity of a natural person in the digital space.

Users, on the other hand, can be identified with many digital per-
sonalities. The ‘created’ or fictional (fake) personality of a user in the dig-
ital space can be used for a whole range of activities, from entertainment
and communication to performing undesirable, prohibited or criminal ac-
tivities. In this context, it must be understood that both socialised person-
alities (in the real world) can build digital identity characters that are com-
pletely different from their real personality, character traits, gender, educa-
tional level, communication preferences, interests, usual activities or any
other characteristic of their real identity.
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In addition, real and virtual digital identities in cyberspace can un-
dertake activities that can be recognsed through user identification, but
both identities can be subject to digital identity theft (as one of the mani-
festations and phenomena of cybercrime). In the context of identity theft,
numerous criminal laws in Europe have criminalised such prohibited be-
haviours as separate criminal offenses.

It should not be overlooked that a huge part of the Internet space
consists of content that is not available to all users, due to the specifics of
its functioning and services. It is called the ‘dark side’ of the network (dark
web), and it’s a part of the ‘deep web.” This is an entire ‘hidden’ digital
space that is not available for most widely used Internet content search en-
gines, and often requires special software, configuration or access authen-
tication. These are connected computers or networks, i.e. private networks
in which anonymous communication without revealing identifying infor-
mation is carried out, along with, to a large extent, the incriminating activ-
ity of digital identities. Such an area is almost a perfect space for commit-
ting various forms of cybercrime using fictional digital identities. These
include, among a host of others, activities such as the illegal trafficking of
narcotic drugs, arms trafficking, the trafficking of nuclear or radioactive
materials, the trafficking of human organs, the trafficking of personal data
and passwords, the trafficking of payment card data, the sale of identities,
the trafficking and exchange of pornographic content, and the exchange of
child pornography content. The digital identity of hackers can be viewed
in a similar way, as individuals with technical computer knowledge and skills
that they apply to install malicious software, steal or destroy data, disrupt
services, breach security systems in the digital space, and many others.

The commission of crimes by digital identities, real, stolen real, fic-
tional identities or IP address redirection raises the question of revealing
the subject. In the case of committing crimes in the digital space, it can be
the perpetrator identity of the real user, the digital identity of the perpetra-
tor, the identity of the digital identity thief or the false identities (alter
egos). How does the punishment of these different identities affect the pur-
pose of punishing?

From the point of view of the purpose of punishment in modern
criminal law, it is possible to achieve it only in relation to the real digital
identity of the perpetrator, a natural person as the subject. By punishing the
actual perpetrator, it is possible to achieve the purpose of punishment both
in an act related to special prevention and in the context of general and
positive general prevention. By detecting and punishing a person who has
committed identity theft in the digital space, it is also possible to achieve
the purpose of punishment (both special and general prevention) because,
in addition to criminal acts committed in the digital (or real) space, the
person will be liable for identity theft or misrepresentation as criminal acts.
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However, when it comes to fictional (fake) digital identities, it is
very difficult to imagine that the purpose of punishment, especially in the
context of special prevention, can be achieved in relation to this category
of perpetrators. Namely, the creation and construction of a digital person-
ality may lead to the fact that punishing only the creator of the virtual per-
sonality does not affect the subject of the act as the perpetrator, and it is
practically impossible to achieve this in relation to a created fictional digi-
tal identity. Preventing the actual perpetrator from committing criminal of-
fences through a digitally created identity by depriving him of his liberty
(by imposing and executing an imprisonment) and by disabling access to
the global network is the only possible way to achieve the proclaimed pur-
pose - in the part that relates to preventing the perpetrator from committing
criminal acts. It is almost impossible to achieve all other aspects of the
purpose of punishment. When it comes to the digital identities of dark web
users and perpetrators of the most serious cybercrime crimes in the virtual
space, the biggest problem is to discover their identity, reveal the crime and
the number of committed crimes, and prove guilt. Created and fictional dig-
ital identities, constant criminal activity in the digital space as a lifestyle, and
the awareness of the habitual nature of criminal activity (criminal career) do
not represent suitable circumstances for achieving the purpose of punishment
in relation to the real identities of the persons who created them.

AUTONOMOUS Al SYSTEMS AS POTENTIAL SUBJECTS OF
CRIMINAL OFFENCES

In the previous part of the paper, we pointed out the exponential
growth of the use of the global network and the massive use of ICT in a
wide variety of personal and social activities in the digital space. However,
until recently, it was believed that the use of Al systems was reserved for
people with top-notch knowledge of IT, and that the application of tech-
nology was limited to military, security, scientific or research areas. Al-
most imperceptibly, it became available to a large number of the users of
the digital space, and a part of our reality.

For this reason, an urgent need arose for normative the regulation of
the use of Al systems. The nature of the paper does not allow us to address
issues of the normative problems of the regulation of Al, except in the way of
defining the term, but there exists a need to emphasise that two basic docu-
ments were adopted at the European level in 2024 alone: the EU Al Act (Reg-
ulation (EU) 2024/1689) and Council of Europe Framework Convention on
artificial intelligence and human rights, democracy, and the rule of law (Coun-
cil of Europe Treaty Series - No. 225 dated September 5th 2024).

Starting from the basic postulate of criminal law that there is no
criminal offense without guilt, the question arises whether the guilt of au-
tonomous Al systems can be normatively established in the future. In other
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words, can autonomous Al systems be expected to acquire the status of
legal subjects and the status of subjects of criminal offenses? Can these
systems, based on their own ‘will” and actions taken in the digital or exter-
nal world (with awareness of the prohibited nature of their behaviour), be
perpetrators of criminal acts in the digital (and real) space, and can we ex-
pect them to be formally recognised as the subjects of criminal acts? And
does this completely change the foundations of criminal law and its basic
postulates? If the hypothetical answer could be positive, the question arises
of how to punish these entities and what purpose could (or should) be
achieved.

The definition of Al and its systems is fundamental in order to think
about the legal subjectivity of these entities, or the subjectivity of autono-
mous Al systems. There are a large number of definitions of the concept of
Al in the available literature and in the normative acts.

Norvig presents several definitions that start from whether we are
talking about systems that think like humans or those that think rationally
(Norvig, 2003, p. 2). Kan defines Al as a system with the ability to reason,
conduct judgments and integrate these processes in a manner that contrasts
with the natural characteristics of human intelligence, developed by inter-
active systems and information technology. The author also presents defi-
nitions given by Karaduman and Aksoy, which present Al as the “ability
of a controlled machine to perform tasks related to higher cognitive stages
such as thinking, understanding, generalizing, and experiencing the past,
typically attributed to human qualities” or the “capability of a machine to
perform complex processes like understanding, explaining, learning, and
decision-making, which are typically human traits.”

The EU AI Act states that an Al system denotes a machine-based
system that is designed to operate with varying levels of autonomy and that
may exhibit adaptiveness after deployment, and that, for explicit or implicit
objectives, infers, from the input it receives, how to generate outputs such
as predictions, content, recommendations, or decisions that can influence
physical or virtual environments. In a very similar way, the Council of Eu-
rope Framework Convention stipulates that an “Al system denotes a ma-
chine-based system that, for explicit or implicit objectives, infers, from the
input it receives, how to generate outputs such as predictions, content, rec-
ommendations or decisions that may influence physical or virtual environ-
ments; different Al systems vary in their levels of autonomy and adaptive-
ness after deployment.”

Considering the previous definitions, for the purposes of this paper,
Al systems could be defined as electronic devices (with different level of
autonomy) — as a unity of hardware and software — that perform data pro-
cessing operations, learning, thinking, predicting, inferring, making deci-
sions and taking actions in the virtual and real environment at a higher cog-
nitive level than humans.
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In relation to the previous definition of Al systems, and depending
on the level of autonomys, i.e. on hardware and software solutions, Al sys-
tems can be distinguished not only by cognitive characteristics but also by
the level of their autonomy. In this context, the level of the dependence of
Al systems on software solutions that enable their operation and allow ac-
cess to various available databases, Al systems, in the context of law, can
be viewed as an object or as a potential subject of law.

The available literature states that Al systems can be technologically
divided into Al that is classified as narrow Al, general Al, and super Al
Narrow Al refers to the ability of a computer to perform a function more
efficiently than a human in a limited scope. General Al implies that com-
puter algorithms can outperform humans in all cognitive tasks. This type
of Al can theoretically solve complex problems, make decisions in condi-
tions of uncertainty, and use past knowledge in analysis. Such a system
could match human creativity and imagination and perform a more detailed
range of functions than narrow artificial intelligence. Super Al, an exten-
sion of general Al, denotes the level at which machines can outperform
human intelligence and perform functions with quantitative attributes more
successfully than humans (Kan, 2024, pp. 281, 282).

If this classification of Al systems could be conditionally accepted,
it would mean that systems that achieve a minimal amount of autonomy,
and are limited by software solutions and limited access to databases could,
in a certain sense, be treated as objects, or in the context of criminal law,
as instruments used to commit a criminal act. In this context, the subject of
a criminal offense could be a natural person, depending on the established
guilt, the manufacturer (producer), the author of the software, or the person
who provided the Al system with limited access to the databases in ques-
tion. Here, we could even think about the liability of a legal person if an
artificial intelligence system (with minimal autonomy in operation) was
used as an instrument for committing a criminal act that resulted in the
benefit of the legal person. In such a situation, a system of punishing legal
persons could be applied with the aim of achieving the proclaimed purpose
of punishment that was prescribed for natural persons, and which can un-
likely be achieved.

In contrast to the minimal scope of autonomy, autonomous Al sys-
tems that can independently make decisions and take action in the digital
and real world could, in the context of criminal law, have the status of a
legal subject, a perpetrator, or the subject of a criminal act. Namely, if ad-
vanced and autonomous Al systems, by definition, have the ability to learn,
understand, explain, infer, make decisions, and even ‘create’ consciousness
based on accumulated past experiences, they can carry out their activities
in the digital and real space as identities that have ‘their own consciousness
and will.” Al systems that autonomously manage their actions, have their
own ‘will,” along with awareness of what is permissible, undesirable or
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incriminating, can practically have traits similar to humans, with the unde-
niable fact that the cognitive level is significantly higher. In the context of
continental criminal law, they have the traits to become perpetrators of
crimes. In other words, if one assumes that autonomous Al systems could
be aware of their actions and manage their own actions, then this means
that they could be considered accountable and potentially guilty for the ac-
tions taken. Given these traits, autonomous Al systems, as responsible per-
petrators, could commit both intentional and negligent acts, and would be
practically indistinguishable from natural persons as perpetrators of acts in
the context of the degree of culpability.

Viewed also from the perspective of Anglo-Saxon law, in order to
impose criminal liability, two cumulative components need to be met: a
factual component (actus reus) and a mental component (mens rea). The
actus reus is usually understood as the external-objective component, i.e.
the carrying out of the offence. Its structure is the same for every type of
offence, whether intentional or negligent. It consists of three main ele-
ments: a necessary element, the criminal conduct itself, and two optional
elements — circumstances and results. Conduct may reflect in commission
or omission (usually omission is criminally relevant only when the agent
was under a duty to act). Thus, the actus reus identifies what the defendant
must have done (commission) or failed to do (omission). In intentional of-
fences, mens rea has two components: cognition and volition. Cognition is
the agent’s awareness of factual reality and involves all components of the
actus reus (act or course of conduct, surrounding circumstances, and the
act’s outcome or result). Volition consists in the intention to perform the
act and achieve its outcome (for crimes including the realisation of an out-
come), and it can never be alone, it is always accompanied by awareness
(Lagioia, Sartor, 2019, pp. 439-441). In the case of the autonomous Al sys-
tems that we are talking about, viewed through the prism of criminal law,
in committing acts this systems would have both the actus reus and mens
rea components, and could, as such, became a subjects of a criminal act.

We will try to provide several examples based on which we could
draw conclusions about the subjectivity of autonomous Al systems, or Al
systems with minimal autonomy, which, in the case of committing criminal
acts, could be treated as instruments of committing crimes. Autonomous
vehicles are systems that, using software solutions and Al algorithms, par-
ticipate in traffic. The path they take is not predefined and expected in ad-
vance, but, in relation to specific traffic circumstances (speed, weather con-
ditions, visibility, traffic density, movement and speed of other vehicles,
movement of pedestrians, the passability of streets, traffic signals and nu-
merous other circumstances), the vehicle moves in a way that most easily
reaches a predetermined goal (address). If the vehicle is limited in its path
selection by software solutions and data from predefined databases (i.e.
minimally autonomous in operation), to cause or participate in traffic acci-
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dents in which people are injured, or in which large-scale material damage
occurs, a natural person (manufacturer, author of the software or person
who provides access to the databases from which the autonomous vehicle
directs the path) could be considered as the perpetrator. The autonomous
vehicle would be considered an instrument form committing the criminal
offense and not the subject of the offense. If, however, the degree of auton-
omy of an autonomous vehicle is such that it can independently make de-
cisions about the manner of movement in traffic (without software re-
strictions or restrictions on access to databases), with awareness of the pro-
hibited conduct and incriminated actions, if it expresses the ‘will’ to inten-
tionally endanger people’s lives or cause material damage of a larger scale,
the responsibility for the committed criminal act can in no case be trans-
ferred to a natural person. An autonomous Al system made a decision to
commit a criminal act, understood the significance of its act and was able
to manage its actions. This makes it accountable from the aspect of the way
in which the (in-)accountability of natural persons as perpetrators is deter-
mined. What is worrying is not the fact that the number of autonomous
vehicles on the streets is currently very small, or negligible, but that this
number will undoubtedly be enormous in the time ahead, i.e. the assump-
tion is that the majority of cars on the streets in the near future will be
autonomous in operation. What will happen when, among the numerous
autonomous vehicles, a certain number of them decide (with awareness and
voluntary action) to commit criminal acts in public transport and endanger
lives and property? Apart from establishing criminal liability, recognising
the status of the subject of a criminal act and finding ways to punish auton-
omous Al systems in a criminal law sense, such acts cannot be prevented
and suppressed.

In a similar way, the responsibility of autonomous trains and other
means of transport that participate in traffic can be understood as the re-
sponsibility of autonomous Al systems. ‘Knowingly and willingly’ com-
mitting criminal offenses by taking action based on an autonomous deci-
sion, understanding the significance of their act, and being able to manage
their actions makes them eligible for criminal liability.

The question of criminal liability of autonomous artificial Al can
also be raised in the use of drones. The widespread use of these devices is
evident, as are the various purposes for which drones are used — from en-
tertainment to use as a weapon of modern warfare. Their autonomy is also
different, and ranges from complete control of movement to independent
(autonomous) operation. If used to commit criminal offenses, drones can
be considered instruments of committing criminal offenses. However, if
they independently ‘decide’ on a course of action, they are potential sub-
jects of criminal acts. The results of a virtual test conducted by the US mil-
itary were announced by officials, and they revealed that an Al-controlled
unmanned air force drone used highly unexpected strategies to achieve its



298 Z. V. Grujié

target. Colonel Hamilton, an Al test and operation chief, revealed that the
test involved an unmanned drone, controlled by Al technology, which
killed a commander to complete its mission because he prevented the drone
from fulfilling its mission. Hamilton noted that the system sometimes rec-
ognised that the human operator told it not to eliminate this threat but
started realising it scored points by eliminating the threat (the performance
of this test was denied by the US military) (Khan, 2024, p. 290). It can be
concluded that autonomy of action in the case of the existence of con-
sciousness and will provides the basis for the criminal legal subjectivity of
these systems.

The same principle can be applied to automated robots with varying
levels of autonomy in their work, who use algorithms from Al systems. If
they are used for execution, automated robots can be considered an instru-
ment of committing a crime, while in the case of autonomous decision-
making on the commission of criminal offenses, they understand the sig-
nificance of their actions and manage their actions, they could be consid-
ered perpetrators.

The above examples, as well as numerous others in which a wide
variety of electronic devices that function autonomously using Al systems,
indicate the need to re-examine the basic postulates of criminal law in the
context of determining the nature of the subjects of criminal offenses, and
the need to change the paradigm relating to the responsibility of autono-
mous Al systems in the period ahead.

CONCLUSION

Starting from the basic postulates of criminal law, the principles of
individual and subjective criminal responsibility, and the status of the sub-
ject of a criminal offense, which, until recently, was exclusively related to
a natural person as the perpetrator, the author opened the issues of the crim-
inal liability of digital identities and autonomous Al systems in the context
of achieving the purpose of prescribing criminal sanctions and the purpose
of punishment. The period in which we live is marked by the massive use
of the global network and ICT, so a large number of common social activ-
ities have been transferred to the virtual environment. The application of
various Al systems has also become part of everyday life. In addition to the
obvious benefits, the application of new technologies has also raised the
issue of protection from unauthorised and criminal behaviour, including
the issue of potentially new subjects of criminal offenses committed in the
digital space, i.e. the potential legal subjectivity of autonomous forms of
Al, their potential punishment, and determining the goal and purpose of
punishing.

Although until recently, guilt was, as one of the basic element of a
criminal offense, exclusively related to a natural person as the perpetrator,
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the first exception to this traditional and basic postulate of criminal law was
presented through the concept of the criminal liability of legal persons for
criminal offenses. According to this concept, a legal person is responsible
for a criminal offense committed by a natural person (responsible) in a le-
gal person if such behaviour resulted in the benefit of the legal person.

If establishing the liability of legal persons for criminal acts has
made an exception to the general principle of the individual liability of nat-
ural persons, there is a room to reconsider the criminal liability of other
legal entities — above all, the criminal liability of autonomous Al systems.
If the status of legal subjects of these entities is determined in the future,
which is almost certain and inevitable, it is to be expected that the principle
of the criminal liability of these entities as perpetrators will also have to be
established.

The paper also explains the concept according to which Al systems
with minimal autonomy in operation can be understood as an instruments
for committing crimes, that is, only Al systems with the maximum level of
autonomy in operation and decision-making can be considered subjects of
law and future subjects of criminal offenses, if they can understand the sig-
nificance of their act and manage related actions in the virtual or real envi-
ronment, and if it is possible to determine the guilt of these entities.

It is particularly important from the point of view of the prescribed
criminal sanction systems that such a system of sanctions and the pre-
scribed purpose of punishment (for natural and legal persons) cannot be
applied to autonomous Al systems. In this context, a paradigm shift in re-
lation to the subject of a criminal offense would have to include reflections
on the penalties and criminal sanctions that could be applied to autonomous
Al systems, as well as questions about the purpose of its application.

Although it may be premature to propose a system of criminal sanc-
tions that would be applied to these entities, the author’s opinion is that it
should be based on penalties. Such penalties would aim, in accordance with
the retributive concept of punishment, and in order to protect society from
the most dangerous criminal acts committed by these systems, to eliminate,
shut down or disable autonomous Al systems from use or to change the
role and function of the autonomous Al system in hardware or software.
The preventive concept, which is the basis of the approach towards natural
persons as perpetrators or potential perpetrators of criminal acts, could be
based on the development of special Al systems that would be in the func-
tion of recognising and preventing the incriminated activities of autono-
mous Al systems.
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JUT'UTAJIHU UAEHTUTET U3BPIIIMOLA U
OCTBAPUBAIBE CBPXE KAKIbABAIbA

3apasko B. I'pyjuh
Yuusepsuret y [lpumrtunn ca npuspeMernM cequmreM y KocoBckoj Murposuiy,
Kocoscka Murposuia, Cpbuja

Pe3ume

Y1BphuBame uaeHTUTeTa Cy0jeKTa KpUBHYHOT JejIa IPeCTaB/ba OCHOB 3a MOKpeTa-
BC KPHUBUYHOT IIOCTYIIKA YHjH je KOHAYHH IIMJb YTBp)HBab-e¢ KPUBHIIE YUHMHHOLA, OIME-
paBabe U M3pULAKE Ka3HE WM Jpyre KPUBUYHE CAaHKIIMje, Ka0 M OCTBApPHUBALE CBPXE
NPOINCHBAKba KaKbaBamka U CBPXe U3BPLICHa KPUBUYHUX CaHKIHWja. MneHTuTer u3Bp-
IIMONA Kao cy0jeKTa KpHBUYHOT JIeNa MpeJCTaB/ha OCHOB 3a YTBphHUBamke KPUBHIIE YIH-
HHOIIa, KOja IMOCTOjH aKo je Y BpeMe KaJia je YYHHHUO KPUBUYHO JICNIO YIUHHIIAI] OHO ypa-
YyHJBHB U TIOCTYIIA0 Ca YMHUIIUbajeM, a OHO je CBecTaH WM je OHo IykaH M MOrao OUTH
CBECTaH J1a je ’EeroBo JeJ0 3a0pameHo. KpHBUYHO N0 je YYMImeHO ca KPUBHLIOM U aKO
j€ YYMHUIIAI TOCTYIIa0 U3 HexaTa YKOJMKO 3aKOH TO M3puuuTo npeasuba. He moctoju
KPUBHYHO JIEJIO YKOJIMKO je OHO YYHISCHO y CTalby HEypauyHJbUBOCTH, @ HEYPauyHIbUB
j€ OHaj YUMHMJIAI KOjH HUje MOTao JIa CXBATH 3HAYaj CBOT JIeJIa WM HHjE MOTa0 Jia YIIpaB-
Jba CBOjHUM IOCTynIuMa (yciesn AylieBHe O0JIeCTH, IpUBpEeMeHe qyleBHe opemeheHo-
CTH, 3a0CTaJIOT IYIICBHOT Pa3Boja WM Jpyre Texe ayiieBHe nopemehenoctn). Jehunu-
came KPUBHIIC Ha OBaj HAYMH Y CPIICKOM KPHBHYHOM 3aKOHOZIABCTBY yiyhyje Ha U 1mmo-
TBphyje YMIEHHUITY J1a c€ KPUBUIIA, Ko jeJaH O OCHOBHUX eJIEMEHATa KPUBHYHOT JIeTa,
MOJKEe TIPUITHCATH caMO (PU3HMYKOM JIMITY KO M3BPLINOLY (YYHHHOLY) KPHBHYHOT Jieia.
To je yjeqHO U OCHOBHM INOCTYJIAT KPMBHYHOTL TIpaBa. VIHAMBUIyalHAa KPUBUYHA OZrO-
BOPHOCT U Cy0jeKTHBHA OIrOBOPHOCT OCHOBA CY KaXKHaBarba YUHHHIALA KPUBUYHHUX Jie-
na. Crora, 10 CKOpPO HEYITUTHO U HECIIOPHO, (PU3MUKO JINIIE MIPEJICTABIBANIO j& UCKIBY -
BOT' Cy0jeKTa KpUBHYHOT Jelia YHja ce KpUBHIA yTBplyje Y KpUBUYHOM MOCTYIKY U H3-
pHYe KasHa WM JApyra KpUBHYHA CaHKIHWja Yy LUJbY OCTBapHBamba IPOIMCAHE CBPXE
Ka)KEbaBarba M CBPXE U3BPIICHA KPUBUYHHUX CAHKIMja Y OHOCY Ha KOHKPETHOT yYHUHH-
Olia aJii U JIpyTe, IOTEHIHjaIHe, YIHHHUOIIE KPHBHYHHX JIeNa.

MebyTum, mocraBsba ce MUTakE Ia JIH Ce, y TOCTMOAEPHOM 100y Y KOjeM >KHBUMO U
y IepHoIy Tpe] Hama, CBpXa KaKmhaBamba Koja je Mporcana 3a Gu3nyKa Juia Kao cyo-
jeKTe KpUBHUYHOT Jieia MOYKE OCTBAPHTH M Y OJJHOCY Ha AUTHTAIHE (BUPTYyEITHE) HICHTH-
TETE U3BPIIUIIALNA KOjU TIOCTOjE ¥ €r3UCTHPajy Y IUTUTATHOM (Cyber) mpocTopy, OJHOCHO
Jia I Ce TaKBa CBPXa KA)XKIaBara MOXKE OCTBAPUTH y OJHOCY Ha ayTOHOMHE CHCTEME
BelITayke nHTeurenimje (Al) ykonmuko 61 ce, XUIOTETHYKHY II0OCMATPaHO, OBH SHTHTETH
y OyayhHOCTH MOTJIH TPETHPATH Kao CyOjeKTH KPUBUYHUX JETa.

VKOJIMKO je HOBOYCTAHOBJbEHH MPHHIIUIT KPHBHYHE OJrOBOPHOCTH MPABHUX JIMIA 32
KPUBHYHA Jiefla OTBOPHO MHTAE OJITOBOPHOCTH IPABHHUX SHTUTETA Kao cy0jexara KpH-
BUYHUX JIEJIa, JIa JIX Ce MOXKE OYEKUBATH J]a M IPYTH SHTHTETH — JUTUTATHN UASHTHTETH
WM ayTOHOMHHU CHCTEMH BeIITauKe HHTeNureHnuje (Al) moctaHy KpUBUYHO OrOBOPHH,
OJTHOCHO MOCTaHy Ccy0jekTH KpuBHYHOT aena? TakBa KOHCTpYKIIHja OTBapa OpojHa Ipyra
NHTambA.

Ja mu ce, y3umajyhn y o03up IWTHTAIHH HIACHTUTET JIMNA Y BHPTYEIHOM (cyber)
HPOCTOPY, Kao cyOjeKTa KpHMBUYHOT Jeiia, MOXe nocTuhu cBpXa KaKkhaBama IpOoIHcaHa
3a (hu3MYKa JIMIa Kao cyOjexaTta KpUBHYHKX Jena? J{a i IMrUTaiHi HICHTHTET MOTY Ja
MMajy U CHCTeMH BelnTauke nHrenurenyje (Al), Hapounto ayroHomHE cuctemu Al? [la
JIX1 OBU CUCTEMH U JUTHUTAJIHU UACHTUTETU MOT'Y, Kao 3aceOHHU CHTUTCTH, ouTH H3BPILINU-
OLIM KPUBUYHHX JIeJ1a y BUPTYESIIHOM M CTBAPHOM OKPYKeky, IMajyhul y BHIy HaYMH Jie-
¢uHICaka KPUBHIE KA0 KOHCTUTYTHUBHOT efeMeHTa Onha kpuBnuHor neia? [a i ce y
OJIHOCY Ha OBE CHTHTETE MOJKE OCTBAPHTH MPOIKICaHa CBpXa KaxkmbaBarwa? Jla i1 HaM je
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notpebaH nocebaH CHCTEM KaXKHaBatba JUTUTATHUX W3BPLIMIIALA KPHBHYHHX AN U Jie-
(uHHICaE CIIeLjalTHE CBPXE KaXKibaBarba OBUX eHTHTETa?

Vlako HaM OCHOBHHM IOCTYJIATH U IIPUHIMITH TPAJHLMOHAIHOT KPUBHYHOT TIpaBa HE
0CTaBJbajy MPOCTOP 32 OTBAPaE OBUX IUTAMKA jep Cy CTPOro OasupaHu Ha yTBphUBamY
WHAWBHAYyaIHE U CyOjeKTHBHE KPHBHYHE OJIrOBOPHOCTH (DM3UUKHX JINNA Kao M3BPIIAIIA-
I1a KPUBHYHUX Jelia, UIaK ce MOpa MOCTaBUTH IUTAE Ja JIU je U3y3eTaK KOjH je HalpaB-
JbEH ca oroBopHoIhy MpaBHUX JIMIIA 32 KPUBHYHA JleJIa Kao 3ace0HMX MPaBHUX CHTUTE-
Ta, 6e3 003Mpa Ha TO MTO ce yTBphHUBamke OATOBOPHOCTH IPABHOT JIMIIA 3aCHUBA Ha KPH-
BHIY OATOBOPHOT JIMIIA Y IIPABHOM JIHILY, OCTaBJba IPOCTOP 3a yTBPhUBa-E KPUBULIE TH-
THTAJTHUX UACHTUTETA U Ay TOHOMHUX cHCTeMa Bemtauke narenurenuyje (Al). OnHocHo,
J1a 1 HaM CHCTEM Ka3HH U IPYTMX KPMBUYHUX CaHKIIMja 3a IPaBHA JIMIIA Ka0 yYHHHUIIAlA
KPUBHUYHHX JeNIa OTBapa IPOCTOpP 32 OCMHUIIJBABAE HOBOT' CHCTEMa KKHhaBambha JIUTH-
TaJHUX EHTUTETA U M3HAJIAKEHE HOBE CBPXE KaXKIHaBama jep, OUMIIIeHO, moctojeha cBp-
Xa Koja ce 0JTHOCH Ha (PU3UYKa JIUIIA Kao Cy0jeKTe KPUBHIHUX JIejia He MOXKE OUTH OCTBA-
peHa y OZIHOCY Ha JWUTUTANIHE HAeHTHTeTe yunHmwiana? Jla o Ham nanexa 6yayhHocT n
HPEHCITUTHBAE OCHOBHUX TeMeJba Ha KOjHMa j€ 3aCHOBAHO KPUBUYHO IIPABO U HOBH CH-
CTEMH KaXXHhaBamba IUTUTATHUX EHTUTETA J0J1a3¢ OP3MHOM CBETIIOCTH KOjy jOII HE yoda-
Bamo? TpeHyTak je ja ce, Makap Ha TEOPHjCKOM U XUIIOTETUYKOM HHBOY, Pa3MOTpE OBa
NHTambA.



