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Abstract

In the modern business environment risk management has become a key assistant to
enterprise management. Considering that, supply chain management, as part of
enterprise management, cannot ignore the risks and the need for implementation of an
adequate risk management strategy. Supply chain, as well as inter-organizational
network, is the source of competitive advantage. However, inadequate risk management
within a supply chain can lead to interruptions of the chain and to the lack of results at
the level of the whole supply chain, as well as at the level of individual partners.
Upstream supply chain represents the part of supply chain from suppliers to producer.
The objective of this paper is to analyse how and to what extent the structure and the
number of partners in this part of the supply chain influence (increase or decrease)
supply chain vulnerability. The authors analyse the factors which most commonly affect
to upstream supply chain and threaten its functioning. By analysing the supply chains
from different area, the authors suggest that the size of the supplier's base can be treated
as the resistance factor, but also as a factor of vulnerability.
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PAIBUBOCT U ®AKTOPHU IIPEKUJIA/TTIOPEMERAJA
Y UPSTREAM JTIAHIY CHABJIEBAIbA

AmncTpakT

V caBpeMEHOM MOCIOBHOM OKPYKEHY YIIPaBJbabe PU3HIMMA ITOCTAIIO je KIbYyYHH
acucTeHT MeHarMeHTa. C THM y Be3H, yIpaBJbarbe JIAHIIMa CHa01eBamba, Kao €0 Me-
HalIMEHTa, He MOXKE Jla HTHOPHIIIE PH3UKE U MOTpeOy 3a MPHMEHOM aJIeKBaTHE CTpare-
rvje ynpasjbama pusuimMa. JlaHal, cHaOIeBama, Ka0 MHTEPOPraHM3allMOHA MpExa,
M3BOP jeé KOHKYPEHTCKE MpeAHOCTH. MehyTuM, HeaJeKBaTHO YIpaBJbambe PU3HIUMA Y
JaHIy CHaOaeBama MOXKeE JOBECTH JI0 NPEKHAA JIAHIA H M30CTaHKa pe3ylrara Kako Ha
HUBOY JIaHI]A TaKO Ha HUBOY IOjeAMHAa4YHMX HapTHepa. Upstream saHan cHaGneBama
HpeJICTaBba [0 JIaHIa 071 100aBsbayda 10 npouspohaya. [luib pana je na aHamu3upa Ka-
KO M Y K0jOj MEpH CTPYKTypa U Opoj mapTHepa y OBOM JIeNy JIaHIIa CHAOJeBama yTUIy
(moBehaBajy ra WM cMamyjy) Ha palbHBOCT JIaHI[A. AYTOpH aHATIH3UPajy haKkTope KOju
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Hajuenthe morahajy upstream nanar cHabzieBamba M yrpokaBajy HeroBO (DYHKIIOHH-
came. AHAII30M JIaHalla CHaO/IeBamba U3 PasIMINTHX 00IacTH ayTopHu yKa3yjy Ha To Ja
ce BeJnMYMHA cHabieBauke 0aze MOXKe TPETHPATH Kao (akTop OTHOPHOCTH, il M Kao
(haxTOp pamUBOCTH.

Kibyune peun: pamHUBOCT, pU3HUK, (JaKTOPH, Upstream, JlaHall CHaOJeBamba.

INTRODUCTION

Risk management has become an integral part of every business. A
great number of companies are not ready for uncertain events, which are
result of supply disruptions, delays in the execution of logistics activities,
inadequate security and similar (Mahendran et al., 2011, p. 836). Compared
to traditional business, supply chain managers are faced with a great
number of risk factors (Barac, Andelkovi¢-Pesi¢, Andelkovi¢, 2013, 242).
In most cases, appearance of these factors is a consequence of the process
of globalization and outsourcing. Before intensifying these processes, some
types of risk factors such as currency fluctuations, social instability, and
even natural disasters were considered as local or regional events. However,
by developing international trade, disruptions are getting a global character.
Besides new risk factors, one of the trends the global supply chains are
facing concerns rapid expanding risks through the supply network. This
trend is the result of continuous increasing of the supply chain efficiency.
Just-in-Time, as well as a reduced supply base, decreasing the possibility
for amortization of supply chain disruptions and interruptions (Behdani et
al.,, 2012). These trends influence faster and easier spreading of the risk
through the supply chain. In case of risk events, companies do not have
enough available resources and alternatives for action. Focus on lean
approach in business has eliminated a great number of buffers, such as
stocks of raw materials/finished products, employees, a lot of sources of
supply and etc. In this way, lean business can cause delays due to
bottlenecks, which are the results of eliminating buffers, and jeopardize the
whole supply chain (Barac et al., 2013, p. 309). In addition, by outsourcing
activities, a great number of companies are losing control over resources.
Insufficient control over the activities and transparency consequently affect
the company's ability to detect distortions and create a true picture of the
environment (Behdani, 2013, p. 7). This situation creates the need for risk
management in the supply chain.

! Knight gives the following explanation: "If you are not sure that something will
happen, but you know that there are chances that this happens" it's a risk, however, "if
you do not know what the chances are that something happens” that is uncertainty
(Peck, 2010, 198).



491

Supply chain risk management involves integration of companies
with the aim of minimizing the risks and likelihood of their occurrence,
by developing cooperative relationships, efficient business processes and
a high level of information exchange (Handfield et al., 2008, p. 30).
Therefore, the lack of an integrated approach into supply chain is a key
obstacle in the implementation of supply chain risk management. It involves
company-level risk management (risk management at the level of individual
companies), supply chain-level risk management or risk management
upstream and downstream in the supply chain and environment-level risk
management (Briano et al., 2010, p. 138). Each level requires a detailed risk
analysis and management. In the focus of the authors of the paper are only
the problems that concern risks in the upstream supply chain, i.e. from the
producer (manufacture) to all suppliers.

Upstream supply chain risks include actual and potential disruptions
within the flow of raw materials, between suppliers and manufacturers.
Upstream supply chain risks are often associated with the inability of
suppliers to respond effectively to the manufacturer’s requirements. Suppliers
have a problem with delays in delivery, delivery of raw materials in
inadequate quantities and poor quality. Consequences of upstream risks could
be delays in production, lack of profits of the supply chain, as well as
dissatisfaction and loss of manufacturer’s confidence. Disruptions and
interruptions in the upstream supply chain are the result of the selection of
inadequate suppling strategy and/or suppliers that don't have available
capacity for responding to manufacturer's requests. In this way base of
suppliers does not have possibility to provide continuity in the supply chain.
The appearance of disruptions and interruptions through the material’s flows
or upstream risks are intensifying with increasing a number of outsourcing
components and reduction of supplier base.

Stockwhip effect could be defined as a domino effect of the
unavailability of parts or components from suppliers that affect the customers
from the downstream supply chain and their sales activities and operational
planning. This effect could be defined as a limitation or disruption of the
upstream supply chain, which causes disruptions in the downstream supply
chain. Partners in the supply chain need to eliminate immediately such
sources of supply and/or find an alternative (Jeeva, 2011, p. 739). A supply
base limited to one source is acceptable only with developing collaborative
relationships between partners in the upstream supply chain. Quality usually
is the thing that is missing in the absence of collaborative relationships.
Suppliers tend to minimize their costs and thus jeopardize the results of the
whole supply chain (Christopher, 2011, p. 215) in the sense of quality. In
addition, decision about selection of a single source of supply has proved as
very risky in practice. Some examples are: Ericsson and Philips in 2000,
when a fire in the company Philips brought to stop the production of Ericsson
and loss from $ 400 million; Due to a problem with a mechanism to lock the
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doors, Ford in 1998 had a delay in the production of 3 days, which caused
damage amounting to 100 million euros; Toyota in 1997 suffered damage in
the amount of $ 300 million due to a fire at the plant Aisin, which was
affiliated with the Toyota Just-in-Time System (Blome, & Henke, 2009,
p. 130).

In theory, there are considerable disagreements on this issue. There
is a group of authors, (Sheffi, & Rice, 2005; Christopher, 2011) which put
the emphasis on one source of supply as a way of reducing risk, but, on
the other hand, authors (Behdani, 2013; Blome, & Henke, 2009; Handfield,
& Nichols, 2002) who emphasize the importance of supply from a number
of sources point out the need to reduce excessive dependence from
suppliers, which is often cited as the primary cause of the risk of supply
from a single source. However, although one source of supply undoubtedly
increases the degree of dependency, a greater dependence does not mean
higher upstream risk, at the same time. In any case, the decision in relation
to one or more sources of supply must be based on the possibility of
dependence between the partners. The larger number of sources of supply
may also cause disruptions in the upstream supply chain. The consequence
of dividing demand on a greater number of suppliers may reduce interest of
these suppliers for innovating. In situations where there is a change in
manufacturer's requests, suppliers will first respond to the requirements of
its key customers. This strategy of supplying could have a lower level of
service and flexibility, in comparison to the case of supplying from one
source. The conclusion is that less dependency does not necessarily have to
be associated with a lower upstream risk.

RESEARCH METHODOLOGY

In order to test theoretical views and conclusions, the authors of
the paper conducted empirical research, in terms of risk factors which act
in the upstream supply chain. Companies that participated in the survey
were selected from the list of hundred most successful companies in the
Republic of Serbia, according to the achieved revenue. In addition,
guestionnaires were sent just to the companies that belong to the food
industry, automotive industry and chemical industries. These industries are
the best representatives of different logistics systems considering inbound
and outbound flows of raw materials and goods, and they are the best
examples for analysing the influence of risk factors in the upstream supply
chain (Barac, Milovanovi¢, 2006, 30). The survey was conducted from July
to October 2015. The analysed sample consists of 30 companies. All
companies belong to the group of large enterprises, according to the
categorization of the Business Registers Agency. The sample includes 11
companies from the food industry, as well as from the automotive industry,
while there are 8 returned questionnaires from companies in the chemical



493

industry. The aims of the conducted research are: identification of risk factors
in the upstream supply chain, consideration of risk factors in the supply
chains from different industries, assessment of the importance of the
supplier's base in supply chains from different industries, in terms of
increasing resilience and reducing vulnerability. In this regard, the following
hypotheses have been defined:

H1: The importance of individual disruptions/interruptions factors,
in terms of the consequences on a supply chain, is different between the
chains from different industries;

H2: The size of the supplier's base is a factor of disruptions/
interruptions in the upstream supply chains;

H3: The structure of the supplier's base, in terms of partner's size,
affects vulnerability of the supply chain.

In the data collection process, the company’s managers were
evaluated on the importance of risk factors, by the Likert scale, where 1
indicates that a factor has negligible effect on the upstream supply chain,
while mark 5 indicates that factor can cause serious consequences in the
upstream supply chain. By analysing the results, one can assess not only the
risk factor with the significant consequences on the supply chain (according
to the managers' opinion) but also the group of the factors that supply chains
from different industries are usually exposed to. In addition, testing of the
hypotheses requires the collection of the data about the impact of the
supplier's base size on disruptions/interruptions in the supply chain, as well as
about supplier's base structure, in terms of the relation of number of small
and medium-sized enterprises and large companies. In order to test the
hypothesis, besides descriptive statistics, the authors used the Chi-square test,
through the SPSS program for processing of the data.

RESULTS AND DISCUSSION

In the research process 19 different risk factors in the upstream
supply chain have been identified. Those 19 factors belong to different
environments (Christopher, & Peck, 2004, p. 9), some of them belong to
the group of external supply chain factors (it is difficult to control these
factors because they occur outside the supply chain), while others belong
to the group of internal factors of the supply chain and internal factors of
the company (it is easier to predict these factors because they occur inside
the supply chain). Descriptive statistics was used to describe the basic
perceptions of managers about the consequences of each factor.

In that sense, Table 1 shows the results for each factor of disruptions/
interruptions at the whole sample level, for all 30 companies. The highest
mean Vvalue is that of the factor Volatility of market and exchange rate
(mean = 3.4333). Thus, according to the surveyed managers the greatest
consequences for the supply chain provokes the aforementioned factor. The
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highest level of disagreement among managers could be seen in the factor
Reduction of production capacity (standard deviation = 1.47936). However,
the answer to the first hypotheses requires analysing descriptive statistics'
results for all risk factors at the level of each industry. In this sense, food
industry can expect the greatest consequences form the factor One (less)
source of supply (mean = 3.7273), while there is the largest disagreement
about the consequences from the factor Great number of sources of supply
without of trust (standard deviation = 1.90215).

Table 1 Descriptive statistics — The importance of the risk factors

N =30 Food industry Automotive Chemical
Risk N=11 ilr\]ldgsfly industry N =8
factors —

Mean Std. Mean Std. Mean Std. Mean Std.
Deviation Deviation Deviation Deviation
12 23333 132179 2.2727 1.48936 1.9091 1.04447 3.0000 1.30931
2 1.1333 34575 1.3636  .50452 1.0000 0.00000 1.0000 0.00000
3 1.9333 73968 1.8182  .60302 1.4545 52223 2.7500 .46291
4 3.4333 97143 3.3636 .80904 3.9091 1.04447 2.8750 .83452
5 2.4000 96847 27273 1.10371 25455 93420 1.7500 46291
6 2.6000 96847 3.0909 1.04447 2.1818  .40452 2.5000 1.19523
7 2.7000 1.36836 3.7273 1.27208 2.3636 1.12006 1.7500 .88641
8 3.0000 78784 31818  .87386 3.1818  .40452 25000 .92582
9 3.2333 122287 35455 1.43970 3.2727 1.19087 2.7500 .88641

10 2.0667 143679 27273 1.90215 1.8182 1.16775 1.5000 .53452
11 2.3333 99424 22727  .90453 2.6364  .80904 2.0000 1.30931
12 2.8000 1.03057 2.5455 93420 3.0909 1.04447 2.7500 1.16496
13 2.2000 1.09545 28182 1.16775 15455 52223 2.2500 1.16496

14 1.2667 58329 1.0909 .30151 1.6364  .80904 1.0000 0.00000
15 1.6333 85029 1.8182  .75076 1.5455  .93420 1.5000 .92582
16 2.1667 04989 29091  .94388 1.9091  .70065 1.5000 .53452

17 2.8000 1.29721 24545 93420 3.3636 1.12006 2.5000 1.77281

18 2.5667 1.38174 24545 82020 2.7273 1.61808 2.5000 1.77281

19 24667 147936 2.0909 1.13618 3.0000 1.54919 2.2500 1.75255
Valid N (listwise)

Source: Authors’ calculation

2 (1) — Natural disasters (floods, fires, storms, earthquakes); (2) — Terrorism; (3) — Political
instability and wars; (4) — Volatility of market and exchange rate, (5) — Ports and customs
strikes; (6) — Limiting legislation; (7) — One (less) source of supply; (8) — Poor raw
materials quality; (9) — Delays and damage in the delivery of raw materials/goods; (10) —
Great number of sources of supply without of trust; (11) — Low transparency among
partners; (12) — Inadequate demand assessment (inability to answer the requirements/
surplus inventories); (13) — Interruptions of business processes; (14) — Strikes of
employees; (15) — Poor quality of products; (16) — Wrong application of policies, rules and
procedures; (17) — Failures on machinery and information technology; (18) — Lead time
variability; (19) — Reduction of production capacity
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Automotive industry has the greatest problem with the factor
Volatility of the market and exchange rate (mean = 3.9091), while the
highest standard deviation has the factor Lead time variability (1.61808).
Finally, the chemical industry recorded the greatest consequences from
the factor Natural disasters (floods, fires, storms, earthquakes), since
mean is equal 3, while the while there are the largest disagreement about
the consequences from the factors Failures on machinery and information
technology and Lead time variability (standard deviation = 1.77281).

According to the results of descriptive statistics it is obvious that
the factors with the greatest consequences for the supply chain are quite
different among the analysed industries. In this regard, it could be
concluded that the first hypothesis is confirmed. Companies from the food
industry have the greatest consequences from internal risks of the supply
chain, as well as the companies from the automotive industry, while the
companies from the chemical industry have the greatest consequences from
external risks of the supply chain. The first hypothesis may be tested by the
analysis of variance - ANOVA test. In this case additional hypotheses
should be formulated as it follows:

Ho: There is no difference in the importance of individual disruptions/
interruptions factors, between the chains from different industries, and

H1: There is a difference in the importance of individual disruptions/
interruptions factors, between the chains from different industries.

Although the analysis of variance usually is conducted for the
characteristics measured on an interval scale or on a relationship scale,
modelled after Gravetter F., Wallnau L., (2004), Statistics for the Behavioral
Sciences, Thomson, Wadsworth, where the analysis of variance is applied
in psychological research results (for the subjective assessment of the
situation of individual patients after different treatments), the application of
this statistical tool is considered to be reasonable in this case, too.

Table 2 Test of Homogeneity of Variances

Levene Statistic dfl df2 Sig.
713 2 54 495

Source: Authors’ calculation

The test of homogeneity of variances (Table 2) shows that Sig. is
higher than 0.05, meaning that in further calculation the Bonferroni
method should be used. The analysis of variance (Table 3) shows that
there is no statistical significance of the differences between the tested
samples (Sig. > 0.05), so with result Sig. = 0.227 null hypothesis (Ho) is
accepted.
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Table 3 Analysis of variance

Sum of df Mean F Sig.
Squares Square
Between Groups 1.551 2 775 1,526 227
Within Groups 27.433 54 .508
Total 28.984 56

Source: Authors’ calculation

In order to confirm this result, multiple comparisons have been
performed. Table 4 shows whether there is a statistical significance of the
differences between separate samples (from different industries). The
results indicate that between separate samples there are no statistically
significant differences, since the results of the comparisons between the
samples show significance higher than 0.05. So according to this analysis
null hypothesis should be accepted, too. Therefore, the final decision
concerning the first hypotheses of this research is to reject the first
hypotheses.

Table 4 Multiple comparisons

VAR00004 Mean Std. Sig.  95% Confidence Interval
m Difference Error Lower Upper
(1-J) Bound Bound

1.00 2.00 .16684 23125  1.000 -.4045 7382
3.00 40211 23125 .263 -.1693 9735
200 1.00 -.16684 23125  1.000 -.7382 .4045
3.00 .23526 23125 941 -.3361 .8066
3.00 1.00 -.40211 .23125 .263 -.9735 .1693
2.00 -.23526 23125 941 -.8066 .3361

Source: Authors’ calculation

The second hypothesis imposes an analysis of the relation between
the number of partners, as a factor of disruptions/interruptions, and the
number of disruptions/interruptions, as an indicator of the supply chain
vulnerability. Table 5 shows the relation between those two variables.
Based on the parameters and numerical data in the table, it couldn't be
clearly noticed that there is connection between the observed variables.
For this reason and with the purpose to determine the relation between the
analysed variables, the Chi-Square test, as a non-parametric test, is
considered as appropriate for the following analysis.
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Table 5 Ratio of the number of interruptions and number of partners

Number of interruptions

0 1-5 6-10 11-20 21 and more Total
Number 0-50 6 4 4 0 1 15
of partners 51-100 1 1 0 0 0 2
101 and more 6 2 3 2 0 13
Total 13 7 7 2 1 30

Based on the analysis of the results in Table 6, it is obvious that
there is no statistically significant connection between the tested
variables. Specifically, the value of the p-test is greater than 0.05, which
means that between the tested variables there is no dependence, or, also,
that the number of partners in the supply chain does not influence its
vulnerability, i.e. the number of disruptions/interruptions.

Table 6 Chi-Square Tests
Value df  Asymp. Sig. (2-sided)

Pearson Chi-Square 5.270* 8 .728
Likelihood Ratio 6.742 8 .565
Linear-by-Linear Association 000 1 991
N of Valid Cases 30

213 cells (86.7%) have expected count less than 5.
The minimum expected count is .07.

The same hypothesis may be tested at the industry level, in order to
gain more precise results and to see whether this hypothesis cannot be
accepted for all three industries. In this way one could be able to
determine if the number of partners in the upstream supply chain, as an
independent variable, is the factor of risk and vulnerability of the supply
chain, separately for each industry. In this sense, Table 7 (where the same
non-parametric test has been used) shows a relation and dependence of
vulnerability from the number of partners in the upstream supply chain in
the automotive industry. The analysis of the results for the companies
from the food and chemical industries shows that the p-value is greater
than 0.05, which means that between the tested variables there is no
connection. In addition, the confirmation of the second hypotheses for
automotive industry could be justified by the fact that supply chains from
the automotive industry are the most complex in terms of the number and
structure of partners (Thun, Drike, & Hoenig, 2011, p. 5511), and, in this
respect, in the automotive industry there is a connection between the
analysed variables.
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Table 7 Chi-Square Tests by industries

Food industry Automotive industry ~ Chemical industry
Value df Asymp. Sig. Value df Asymp. Sig. Value df Asymp. Sig.
(2-sided) (2-sided) (2-sided)
Pearson 3.208* 4 524 11.000* 3 012 2.667% 1 102

Chi-Square

Likelihood 3.160 4 531 15.158 3 .002 3452 1 .063
Ratio

Linear-by- 2314 1 128 7.848 1 .005 2333 1 127
Linear

Association

N of Valid 11 11 8

Cases

29 cells (100.0%) have expected 28 cells (100.0%) have 24 cells (100.0%)
count less than 5. The minimum expected count less have expected count
expected count is .18. than 5. The minimum  less than 5. The

expected count is .91. minimum expected
count is 1.00.

By analysing the relation between the level of vulnerability,
measured by the number of disruptions/interruptions in the supply chain, and
the structure of the partners in the supply chain, in terms of the number of
small and medium-sized and large companies, it has been noticed that there is
a correlation between those variables. The p-value of 0.015, in Table 8,
confirms the third hypotheses, about the existence of dependence between the
variables, number of disruptions/interruptions and partner's structure. High
level of wvulnerability is present in those supply chains where small and
medium-sized enterprises are dominated.

Table 8. The Chi-Square Tests of partners’ structure
Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 12.308% 4 .015
Likelihood Ratio 12.809 4 .012
Linear-by-Linear Association 2.074 1 150
N of Valid Cases 30

a. 7 cells (70.0%) have expected count less than 5.
The minimum expected count is .23.

The results from Table 8 could be explained by the fact that small and
medium-sized companies do not have enough resources, material or
immaterial, to counter uncertain and risky events (Finch, 2004; ZwiRler, &
Hermann, 2012). In this way, this group of partners becomes an important
factor of vulnerability of the entire supply chain (Hennet, Mercantini, &
Demongodin, 2008, p. 256). This certainly does not mean that such partners
should be avoided, but it is necessary to help them build an adequate risk
management strategy in the supply chain.
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CONCLUSION

The initiators of the supply chain creation come from two sources:
1) the external pressures and 2) the potential benefits of the strategic supply
chain. External pressures includes constant improvement of technology,
growing demand across national borders, requirements for lower costs with
satisfying different needs, intensifying competition among the supply chains.
On the other side, a greater competitive advantage comes from the
interweaving of knowledge and other resources that are the result of linking
partners through the supply chain (Halley, 2001, p. 15). Thus, even if they are
a source of vulnerability, as demonstrated by results of the research, small
and medium-sized enterprises in the supply chain could be sources of a
number of competences, especially for the activities for which they are
specialized. This is another reason why it is impossible to eliminate the small
and medium enterprises from the supply chain.

The hypothesis about the impact of the number of partners in the
upstream supply chain was confirmed only in those companies that belong
to the automotive industry. The result of research shows that the supply
base in the supply chain may be, but does not have to be a factor of
disruptions/interruptions of the supply chain. In industries that do not have
a great number of suppliers of second, third or higher order, as is the case
with the food and chemical industry, managers do not recognize the size of
the supplier's base as a factor of vulnerability. However, supply chains from
the automotive industry, as well as supply chains from airline and electronics
industry (Thun, Drilke, & Hoenig, 2011, 5511), have a great number of
higher order suppliers. In the aforementioned industries it is possible that
manufacturers in the supply chain do not have direct communication with
the suppliers of higher orders or, even, they are not familiar with their
partners at all.

For example, more than 90% of Hewlett-Packard’s (HP) products
are the result of manufacturing of their partners, which points to the fact
that those partners are responsible for the produced quality. The problem
of the HP's supply chain are the suppliers of the second order. Unlike
direct or first degree suppliers, suppliers of the second order do not have
contractual relationships with HP and HP does not have direct contact
with them. Increasing the number of the second order suppliers could
have a negative impact for the value of the entire supply chain. The main
reason for this claim is that the second order suppliers often do not have
to follow all the procedures of a common management system (Barac,
Andjelkovi¢, 2012, p. 39).

The confirmation of the second hypotheses about the existence of
relation between the size of the supplier's base and supply chain vulnerability
only for companies from the automotive industry could be explained by the
fact that the automotive industry belongs to the system of logistics with
strong input flows. Therefore, the upstream segment in the automotive
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industry is very important and with great influence on the whole supply
chain. Other two groups of companies belong to the system of logistics with
strong output flows (chemical industry) and balanced flows (the food
industry). Such differences between the companies from different industries
show that it is necessary to define an adequate supply chain risk management
strategy, adapted to the specific industry.
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PAIBUBOCT U ®PAKTOPU TPEKUJA/TIOPEMERAJA
Y UPSTREAM JIAHIY CHABJIEBAIbA

Aunexcanapa Anleaxosuh, Haga bBapau, Mapuja Pagocas/seBuh
Yuusepsurer y Humry, Exonomckn ¢akynrer, Hum, Cpouja

Pe3ume

CrBapame 1 33/ip)KaBambe KOHKYPEHTCKE TPEAHOCTH U TPXKHUIIHOT y4eriha orpaHu-
4eHo je (hakTopuMa U3 OKpYKema, 0e3 003upa Ha TO Ja JI Ce pajd O MHTEPHOM W
eKCTEepHOM OKpYyKewy. JlaHiu cHabaeBarma U MapTHEPH KOjH ra YnHe He OM cMenu jia
JI03BOJIe ce0OM [1a UTHOPHILY JAENoBabe THX (akropa M AMHAMHYHO OKpyxeme. Cyoda-
Bame ca (pakropuma nopeMehaja u/inm npekuia Hen30eKHO je y CaBPEMEHHM YCIIOBH-
Ma. [Iperno3HaBame U youaBame OBUX (hakTopa, Kao M HUXOBHX ITIOCIEIHIA, MOCTaje
KJbYYHO 32 KOHTHHYHTET Y HOCJIOBakby Kako MOjeAMHAYHMX Hpeay3eha Tako ¥ YMTaBuX
JlaHala cHabO/ieBama.

Huje moryhe u3paguTu HEKH OIMIUTH OKBHp 3a mpaliewe (hakTopa pHU3HKa Y CBHUM
CHTyaljaMa M 3a CBe JiaHIle CHableBama, W3 pasjiora IITO Ce MHTEH3HUTET W (pe-
KBEHIIMja THX (haKTopa 3Ha4ajHO pa3iuKyje KO/ pa3InuuTHX rpaHa nHaycrpuje. Takohe,
HepLeniyje MeHayepa o IOoCleanaMa JelloBamba PU3HYHUX (aKTopa HMPUIIMYHO ce
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PA3NHKYjy KO pa3iHYuTUX HHAYCTpHja. DaKkTope YHje AeI0Bake JOBOIH 10 030UIbHUX
MOCIIeTUIIA TIOMYT opeMehaja HiIi Yak W TPEeKua JTaHana cHab/ieBama MOTPEOHO je Ha
BpeMe Mpeno3HaTy U n30ehn uim yoaakuTH BUXOBO JETI0BAbE.

V upstream naHy cHabaeBama jenaH o KJbydHHX (akTopa nopemehaja u/umm mpe-
KHUJIa je BeIMYNHA U CTPYKTypa cHabneBauka 6a3a. Ox koopauHarmje y upstream sasiy
cHab/eBama 3aBrcHlic HCIYyHaBakE 3aXTEBA KPajlbuM HoTpolnaynmMa. [Ipema Tome, 1e-
(uHKCame aseKkBaTHE cHabJeBadke Oas3e je MMIICpAaTHB CBAKOM JIaHIy cHaO/cBama. Y
HHOYCTpHjaMa Koje Ccy MpHMep CHCTeMa JIOTHCTHKE ca jaKHM YJIa3HUM TOKOM (TakaB
Clly4aj IPUCYTaH je y ayTOMOOMIICKO]j, aBHO, €IEKTPOHCKO] HHAYCTPHJH U CIMYHO) CHA-
OneBauka 0as3a je 3HaYajHO pasrpaHara. 300T BEJIHMKOT Opoja M00aBsbava, KOJl OBAKBUX
MHIYCTpHUja cCHaOIeBavyKa 06a3a je 4ecTo y3pok OpojHHX mopemehaja v/Wii MpeKua, mo-
ceOHO aKo ca nobaBsbauMMa HUCY M3rpaljeHn ogHOCH moBepema. Ko mHmycTpuja xoje
Cy TpUMeEp JOTHCTHKE Ca jaKUM H3JIa3HUM TOKOM MM OalaHCHpaHHM TOKOM cHalje-
Bayka 0a3a ce YecTo He TMPEro3Haje Kao (GakTop pu3mKa. Y MPBOM CIIy4ajy, CIOKCHU]E
je ynpaBieaté downstream TOKOBHMA 300T pe3ysiTaTa y BHIY BEJIHMKOT Opoja pa3imyu-
THX FOTOBHX MMPOM3BO/A. Y APYTrOM TaK CIIy4ajy IOCTOjH MOTIIYHA PABHOIPABHOCT Y T10-
IJIe/ly CIIOKEHOCTH YIpaBJbara upstream u downstream TOKOBHMa, T Ce BEJIUYMHA W
CTpPYKTypa cHabaeBauke 0a3e He MPeno3Hajy Kao (pakTopu pu3uKa.



